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Abstract—In this paper, we analyze the performance of polarization-diversity receivers employing maximum-likelihood sequence estimation (MLSE) to combat the effects of polarization mode dispersion (PMD) for both the intensity-modulation direct detection (IMDD) and duobinary modulation formats at 43 Gb/s. We propose and study several parametric branch metrics, showing that the use of MLSE receivers based on polarization diversity with appropriate branch metrics allows to cancel out the high penalty incurred by standard MLSE receivers in the presence of PMD.
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I. INTRODUCTION

MAXIMUM-LIKELIHOOD SEQUENCE-ESTIMATION (MLSE) receivers (Rx) have been shown to be effective for the mitigation of chromatic dispersion and single-channel nonlinear effects [1]–[8]. On the contrary, they are not equally effective in mitigating polarization mode dispersion (PMD) [9]–[11], which has emerged as one of the main limiting factors in optical fiber transmission at data rates of 40 Gb/s and beyond. In particular, a very large worst case penalty of about 5.5–6 dB is incurred by MLSE Rx when the differential group delay (DGD) approaches one bit time, irrespective of the number of MLSE states. In this paper, we show that the use of a suitable polarization diversity Rx [12], [13], also called “Stokes receiver,” together with an MLSE processor based on appropriate parametric branch metrics, can overcome this problem.

In Section II, we analyze the performance of a standard direct-detection MLSE receiver, establishing a reference benchmark for a comparison with the polarization diversity solutions. We consider two different modulation formats: intensity-modulation direct detection (IMDD) and duobinary, in its phase-shaped binary transmission (PSBT) configuration [14], both running at 43 Gb/s.

In Section III, we describe the polarization diversity receivers, which are able to extract the information about the state of polarization (SOP) of the signal at their input and to use this information to improve the system performance.

In Section IV, we propose several parametric branch metrics to be used with the receivers described in Section III. The channel estimation procedure is described in Section V.

Section VI is devoted to the analysis of the performance of the polarization diversity Rx. Some results are shown on the dependence of the system performance on the SOP of the signal at the input of the receiver, which may be present for some kind of branch metrics, and on the direction of the PMD axis in the Stokes space. After identifying the worst case scenario for each kind of analyzed MLSE processor structure, we finally show the system performance in terms of OSNR needed to achieve bit error rate (BER) = 10⁻³ for both IMDD and PSBT modulation formats.

The choice of the number of states $N_s$ used by the MLSE processors is a compromise between performance and complexity. The higher the number of states, the greater is the amount of DGD that can be tolerated by the system. The following relationship approximately holds between $N_s$ and the maximum DGD $\tau_{\text{PMD}}$:

$$\tau_{\text{PMD}} \approx \log_2(N_s) \cdot T$$

where $T$ is a bit time. In our analysis, we chose to use eight-state MLSE processors, which yield a theoretical insensitivity to DGD up to $3T$.

II. STANDARD SINGLE-INPUT MLSE RECEIVER

As a first step, to establish a precise benchmark, we look at the case of a standard Rx using an MLSE processor. We do so by carrying out detailed simulations. The system schematics is shown in Fig. 1. The transmitter (Tx) consists of a 43-Gb/s pseudorandom binary sequence (PRBS) generator, followed by a five-pole Bessel filter with bandwidth equal to 0.28 $R_b$ for PSBT and 0.75 $R_b$ for IMDD, where $R_b = 43$ Gb/s is the bit rate. The filter is followed by an ideal Mach–Zehnder modulator with infinite extinction ratio, driven in the range $[\ominus V_\pi, V_\pi]$ for PSBT and $[0, V_\pi]$ for IMDD.

The SOP of the optical field can be represented by a point on the Poincaré sphere (see Fig. 2), characterized by an azimuth angle $\alpha$ and a zenith angle $\theta$. The PMD channel introduces a...
DGD equal to $\tau$ between the two principal states of polarization (PSPs) [16], emulating first-order effects only.

Amplified spontaneous emission (ASE) noise loading is performed at the Rx to obtain the desired optical signal-to-noise ratio (OSNR), which is computed over a 0.1-nm bandwidth, taking into account noise on both polarizations. A 50-GHz second-order super-Gaussian optical filter is used as Rx optical filter. The Rx photodetector and electrical circuitry are assumed ideal and noiseless. The postdetection (PD) filters are five-pole Bessel filters with bandwidth equal to $R_b$. The output of the PD filter is sampled and quantized and then sent to an eight-state MLSE processor. The total number of simulated bits is $(1.25 \cdot 2^{18})$ and performance is evaluated through direct error counting. The first $2^{16}$ bits are used for channel estimation, while the last $2^{18}$ have been considered for performance evaluation.

The MLSE processor uses the following Euclidean branch metric [20]–[22]:

$$m_k = \sum_{k=1}^{K} [(r_k)^\alpha - \mu_{i,k}]^2$$

(2)

where $\alpha$ is a nonlinear distortion exponent (to be optimized), and $\mu_{i,k}$ are the average values of the signal $r_k$ corresponding to branch $i$ and the $k$th signal sample within the bit.

Most of the results presented in this paper have been obtained using 2 samples/bit ($K = 2$) in order to avoid the problem of sample clock phase optimization, which arises when 1 sample/bit is used. At 43 Gb/s, the use of 2 samples/bit in an actual Rx would be unrealistic, and we did so only as a means to speed up the simulations. In Section VI, we present a subset of simulations run at one sample/bit, with clock optimization, showing that the results with 1 or 2 samples/bit are very similar and lead to identical conclusions.

Fig. 3 shows the worst case performance of the standard MLSE receiver as a function of the DGD, normalized to the bit time, in terms of the OSNR needed to achieve the target BER of $10^{-3}$ for both IMDD and PSBT modulation formats. The value of the nonlinear exponent $\alpha$ is equal to 0.35.

The performance is independent of the SOP of the signal at the input of the Rx, and the worst case corresponds to the axis of DGD orthogonal to the input SOP, i.e., to a power splitting ratio between the two PSPs equal to 0.5. Our results, which indicate a large OSNR penalty (5–7 dB) for DGD values exceeding a bit time, are in accordance with those presented in [9]–[11]. The further increase in the penalty for values of DGD larger than two bit times is due to the fact that the memory of the channel starts exceeding the memory of the trellis.

The results reported in this section demonstrate that the use of a standard MLSE receiver is not effective in mitigating the effects of PMD, since the OSNR penalty with respect to back-to-back may be very high (5–7 dB).

III. MLSE POLARIZATION DIVERSITY RECEIVERS

In order to improve the performance, we tried and used a receiver which is able to extract the information about the SOP of the signal at its input. Specifically, we chose a Stokes receiver [13].

A Stokes Rx can be implemented in two slightly different ways, shown in Figs. 4 and 5. The first configuration (Rx A) is composed of three polarizers corresponding to any three orthogonal axes on the Poincaré sphere, such as $\delta_1$, $\delta_2$, and $\delta_3$. Each polarizer is followed by a PIN diode and a PD electrical filter. A fourth branch is used to detect the instantaneous optical power. This receiver requires the use of four analog-to-digital converters (ADCs). The samples of the electrical PD signals are then fed to a four-input MLSE processor. The components on the Poincaré sphere of the Stokes vector associated to the received signal samples are given by

$$r_1 = 2\hat{r}_1 - \hat{r}_0$$
$$r_2 = 2\hat{r}_2 - \hat{r}_0$$
$$r_3 = 2\hat{r}_3 - \hat{r}_0,$$

(3)
filters are wide enough not to alter the photodetected signal, the statistical properties of the Rx signal in Stokes space can be evaluated analytically [17]. We define: $\vec{R} = (r_1, r_2, r_3)$, the noisy received Stokes vector; $\vec{S} = (s_1, s_2, s_3)$, the Stokes vector that would be received in the absence of noise; $\vec{R} = [\vec{S}], \vec{S} = [\vec{S}]$; $\theta$ the angle between $\vec{R}$ and $\vec{S}$.

$$\theta = \arccos \left( \frac{\vec{S} \cdot \vec{R}}{|\vec{S}| |\vec{R}|} \right),$$

(4)

Then, the exact joint probability density function (pdf) of the received Stokes vector $\vec{R} = (r_1, r_2, r_3)$, expressed in the polar coordinates $R$ and $\theta$, is [17]

$$f_R(R, \theta) = \frac{1}{16\pi\sigma^4 R} e^{-\frac{|\vec{S}|^2}{2\sigma^2} R} I_0 \left( \frac{\sqrt{R}}{\sigma^2} \cos \frac{\theta}{2} \right)$$

(5)

where $\sigma^2$ is the variance of noise after the Rx optical filter ($\sigma^2 = N_0B_0$, with $B_0$ the equivalent noise bandwidth of the optical filter) and $I_0$ is the modified Bessel function of the first kind and order zero.

The optimum branch metrics for the Viterbi algorithm are given by [19]

$$m_k = \sum_{k=1}^{K} \log \left[ f_R(R_k, \theta_{i,k}) \right],$$

(6)

where $K$ is the number of samples per bit used by the MLSE processor, and $(R_k, \theta_{i,k})$ are the values of $R$ and $\theta$ for the $k$th signal sample of the received bit and the $i$th trellis branch. Substituting (5) into (6), and deleting the term $1/16\pi\sigma^4 R$ which is irrelevant because it is common to all branches, we get

$$m_k = \sum_{k=1}^{K} \log \left[ e^{-\frac{|\vec{S}_{i,k}|^2 + R_k}{2\sigma^2}} I_0 \left( \frac{\sqrt{R_k|\vec{S}_{i,k}|^2}}{\sigma^2} \cos \frac{\theta_{i,k}}{2} \right) \right]$$

(7)

where $|\vec{S}_{i,k}|$ is the modulus of the Stokes vector of the $k$th sample of the noiseless received signal corresponding to the $i$th trellis branch.

Since

$$R_k|\vec{S}_{i,k}|^2 \cos \frac{\theta_{i,k}}{2} = \frac{1}{2} |R_k| |\vec{S}_{i,k}| (1 + \cos \theta_{i,k})$$

$$= \frac{1}{2} \left( R_k |\vec{S}_{i,k}| + |\vec{S}_{i,k}| \cdot \vec{R}_{i,k} \right)$$

(8)
it can be shown that metric (7) can be equivalently written as
\[
m_i = \sum_{k=1}^{K} \left\{ \log \left[ I_0 \left( \frac{1}{\sqrt{2\pi\sigma^2}} \sqrt{R_k S_{i,k} + \bar{S}_{i,k} \cdot \bar{R}_k} \right) \right] - \frac{S_{i,k}}{2\sigma^2} \right\}
\] (9)

Note that the use of the polarization diversity Rx with the exact metric (9) would require the knowledge of the received samples in the absence of noise, i.e., the vector \( \bar{S}_{i,k} \). This makes the channel estimation procedure more complex and the dynamic update difficult. For this reason, in the following, we propose a set of simplified branch metrics, whose goal is to minimize the number of parameters to be estimated and updated during the channel estimation procedure. The performance of the polarization diversity Rx with the exact metric will be used in Section VI as a benchmark for the other receivers.

B. Approximated Metric

Using the following approximation of the modified Bessel functions [18]:
\[
I_m(x) \simeq \frac{1}{\sqrt{2\pi x}} e^x \quad x \gg m
\] (10)
and neglecting the logarithmic terms, metric (9) can be rewritten as
\[
m_i \simeq \sum_{k=1}^{K} \left\{ \frac{1}{\sqrt{2\sigma^2}} \sqrt{R_k S_{i,k} + \bar{S}_{i,k} \cdot \bar{R}_k} - \frac{S_{i,k}}{2\sigma^2} \right\}. 
\] (11)

Deleting the factors common to all branches
\[
m_i \simeq -\sum_{k=1}^{K} \{ \bar{S}_{i,k} - \sqrt{2} \cdot \sqrt{R_k S_{i,k} + \bar{S}_{i,k} \cdot \bar{R}_k} \}. 
\] (12)

Finally, replacing the noiseless samples \( S_{i,k} \), which are difficult to estimate, with the mean values of the noisy signal samples \( \bar{S}_{i,k} = E(\hat{R}_{i,k}) = (\bar{S}_{1,k}, \bar{S}_{2,k}, \bar{S}_{3,k}) \), we obtain
\[
m_i \simeq -\sum_{k=1}^{K} \{ \bar{S}_{i,k} - \sqrt{2} \cdot \sqrt{R_k \bar{S}_{i,k} + \bar{S}_{i,k} \cdot \bar{R}_k} \}. 
\] (13)

We will show in Section VI that the performance of an MLSE Rx using metric (13) is only slightly worse than the one using the exact metric (7). The advantage is that the channel estimation procedure is now much simpler, since only three parameters need to be estimated and updated, i.e., the average values of the noisy signal samples \( \bar{S}_{i,k} \), \( \bar{S}_{i,k} \), and \( \bar{S}_{i,k} \).

C. Gaussian Metric

Another approximated branch metric can be obtained by assuming that the received electrical signal samples have a Gaussian statistical distribution. Assuming that the signal samples \( r_{1,k}, r_{2,k}, \) and \( r_{3,k} \) are independent, the metrics can be evaluated as [25]
\[
m_i = \sum_{k=1}^{K} \left\{ \frac{(r_{1,k} - \mu_{1,k})^2}{\sigma_{1,k}^2} + \log \left\{ \frac{1}{\sqrt{2\pi}} e^{\frac{(r_{1,k} - \mu_{1,k})^2}{2\sigma_{1,k}^2}} \right\} + \frac{(r_{2,k} - \mu_{2,k})^2}{\sigma_{2,k}^2} + \log \left\{ \frac{1}{\sqrt{2\pi}} e^{\frac{(r_{2,k} - \mu_{2,k})^2}{2\sigma_{2,k}^2}} \right\} + \frac{(r_{3,k} - \mu_{3,k})^2}{\sigma_{3,k}^2} + \log \left\{ \frac{1}{\sqrt{2\pi}} e^{\frac{(r_{3,k} - \mu_{3,k})^2}{2\sigma_{3,k}^2}} \right\} \right\}
\] (14)

where \( r_{1,k}, r_{2,k}, \) and \( r_{3,k} \) are obtained from \( \hat{r}_{1,k}, \hat{r}_{2,k}, \) and \( \hat{r}_{3,k} \) using (3); \( \mu_{1,k}^2, \mu_{2,k}^2, \) and \( \mu_{3,k}^2 \) are the average values of the signals \( r_{1,k}, r_{2,k}, \) and \( r_{3,k} \), corresponding to branch \( i \); and the \( k \)th signal sample within the bit and \( (\sigma_{1,k}^2)^2, (\sigma_{2,k}^2)^2, \) and \( (\sigma_{3,k}^2)^2 \) are the corresponding variances.

D. Variance-Stationary Gaussian Metric

The number of channel parameters to be estimated using (14) is six: three mean values and three variances. This number can be reduced to three by assuming that the variance is the same for all samples in all branches [variance-stationarity (VS) hypothesis]. In this case, metric (14) simplifies to
\[
m_i = \sum_{k=1}^{K} \left\{ [\bar{r}_{1,k}]^2 + [\bar{r}_{2,k}]^2 + [\bar{r}_{3,k}]^2 \right\}
\] (15)

E. Nonlinear Exponent Metric With Full Stokes Rx

In general, the variance of the samples has a nonnegligible dependence on the considered trellis branch. This means that the VS hypothesis is not very accurate and can lead to a substantial performance degradation. In [22], it was shown that the application of a nonlinear transformation, such as the square root (SQR) operator, to the received samples can increase the stationarity of the variance. The SQR operator, as well as other similar operators using an exponent \( \alpha \) different from 0.5, can be directly applied to positive signals only, thus we chose to apply it to the signals \( \hat{r}_{0,k}, \hat{r}_{1,k}, \hat{r}_{2,k}, \) and \( \hat{r}_{3,k} \), whose noise statistical distribution is similar to that of a conventional IMDD Rx. The branch metrics can be then evaluated as
\[
m_i = \sum_{k=1}^{K} \left\{ \left[ (\hat{r}_{0,k})^\alpha - \hat{\tilde{S}}_{0,k}^\alpha \right]^2 + \left[ (\hat{r}_{1,k})^\alpha - \hat{\tilde{S}}_{1,k}^\alpha \right]^2 \right\}
\] (16)

where \( \alpha \) is a nonlinear distortion exponent (to be optimized), and \( \hat{\tilde{S}}_{0,k}^\alpha, \hat{\tilde{S}}_{1,k}^\alpha, \hat{\tilde{S}}_{2,k}^\alpha, \) and \( \hat{\tilde{S}}_{3,k}^\alpha \) are the average values of the signals \( \hat{r}_{0,k}, \hat{r}_{1,k}, \hat{r}_{2,k}, \) and \( \hat{r}_{3,k} \) corresponding to branch \( i \) and the \( k \)th signal sample within the bit. Note that each term in (16) is similar to the IMDD Rx metrics proposed in [20] and [21].

F. Nonlinear Exponent Metric With Simplified Stokes Rx

In the simplified Stokes Rx shown in Fig. 6, the noise statistical distribution on each of the three signals \( \hat{r}_{1,k}, \hat{r}_{2,k}, \) and \( \hat{r}_{3,k} \) is similar to that of a conventional IMDD Rx. Therefore, a metric similar to (16) can be used. Assuming that the signal samples on the three branches are independent, the metrics can be evaluated as
\[
m_i = \sum_{k=1}^{K} \left\{ \left[ (\hat{\tilde{r}}_{1,k})^\alpha - \hat{\tilde{S}}_{1,k}^\alpha \right]^2 + \left[ (\hat{\tilde{r}}_{2,k})^\alpha - \hat{\tilde{S}}_{2,k}^\alpha \right]^2 \right\}
\] (17)
where \( \alpha \) is the nonlinear distortion exponent (to be optimized), and \( \tilde{\mu}_{l,k}^{1}, \tilde{\mu}_{l,k}^{2}, \) and \( \tilde{\mu}_{l,k}^{3} \) are the average values of the signal samples \( r_{1,k}, r_{2,k}, \) and \( r_{3,k} \) corresponding to branch \( i \) and the \( l \)th signal sample within the bit.

V. CHANNEL ESTIMATION AND METRIC UPDATE

The parameters to be estimated when using the simplified parametric algorithms described in the previous sections are as follows.

1) Approximated metric (13). Parameters: \( \tilde{\mu}_{l,k}^{1}, \tilde{\mu}_{l,k}^{2}, \) and \( \tilde{\mu}_{l,k}^{3} \).

2) Gaussian metric (14). Parameters: \( \tilde{\mu}_{l,k}^{1}, \tilde{\mu}_{l,k}^{2}, \tilde{\mu}_{l,k}^{3}, (\tilde{\sigma}_{l,k}^{2})^2, \) and \( (\tilde{\sigma}_{l,k}^{3})^2 \).

3) VS Gaussian metric (15). Parameters: \( \tilde{\mu}_{l,k}^{1}, \tilde{\mu}_{l,k}^{2}, \) and \( \tilde{\mu}_{l,k}^{3} \).

4) Nonlinear exponent (NLE) metric (16). Parameters: \( \tilde{\mu}_{l,k}^{3}, \tilde{\mu}_{l,k}^{3}, \tilde{\mu}_{l,k}^{3}, \) and \( \tilde{\mu}_{l,k}^{3} \).

5) Simplified NLE metric (17). Parameters: \( \tilde{\mu}_{l,k}^{1}, \tilde{\mu}_{l,k}^{2}, \) and \( \tilde{\mu}_{l,k}^{3} \).

In all cases, the parameters to be estimated are the mean values \( \tilde{\mu}_{l,k} \) and/or variances \( (\tilde{\sigma}_{l,k}^2) \) of the received signal samples

\[
\tilde{\mu}_{l,k} = E\{r_{i,k}|i=n\} \\
(\tilde{\sigma}_{l,k}^2) = E\{r_{i,k}^2|i=n\} - \tilde{\mu}_{l,k}^2
\]

where \( E \) is the “mean” operator and \( r_{i,k} \) is the \( k \)th signal sample inside the current bit slot corresponding to the transmitted bit sequence \( b_{k-8}\ldots b_{k-1}, b_k \), where \( b_k \) is the current bit and \( \delta = 2N_c \) is the trellis memory, with \( N_c \) being the number of trellis states. \( i \) is the number in decimal format corresponding the binary \( (\delta + 1) \)-bit sequence \( b_{k-8}\ldots b_{k-1}, b_k \), i.e., \( i = b_c + b_{k-1} \cdot 2^1 + \ldots + b_{k-8} \cdot 2^8 \). Note that in (18) the variable \( r_{i,k} \) should be replaced by \( \bar{r} \) for NLE metrics (16) and (17). However, for convenience, from now on we use the variable \( r \) with the meaning of a generic signal sample.

A. Channel Parameters Update

At the end of the training procedure, the channel parameters are continuously updated using a decision-directed algorithm, based on the following updating laws:

\[
\left\{ \begin{array}{l}
\tilde{\mu}_{l,k}[j+1] = \tilde{\mu}_{l,k}[j] + \beta \cdot (r_{i,k} - \tilde{\mu}_{l,k}[j]) \\
\tilde{\mu}_{l,k}[j+1] = \tilde{\mu}_{l,k}[j] + \beta \cdot (r_{2,k}^2 - \tilde{\mu}_{l,k}[j]) \\
(\tilde{\sigma}_{l,k}^2)[j+1] = (\tilde{\sigma}_{l,k}^2)[j] - (\tilde{\mu}_{l,k}[j+1])^2 \\
\end{array} \right. \text{ if } n = i
\]

At each step, only the metric corresponding to branch \( i \) is updated, using the information carried by the signal samples \( r_{i,k} \) inside the current bit slot. The value of \( i \) is deduced using the decoded bit sequence \( b_{k-8}\ldots b_{k-1}, b_k \), where \( b_k \) is the current bit and \( W \) is the size of the decision window of the trellis. For instance, at step \( j \), a decision is taken on the bit received at step \( (j - W) \). \( \beta > 0 \) is a convergence factor controlling the amount of adjustment.

VI. PERFORMANCE ANALYSIS

In a back-to-back configuration, using a standard direct-detection MLSE Rx, the OSNR values needed to achieve a BER

value equal to \( 10^{-3} \) are 16 dB for PSBT and 13.9 dB for IMDD, regardless of the SOP of the signal at the input of the receiver.

While the performance of a standard direct-detection receiver is independent of the input SOP, the performance of polarization diversity receivers may depend on it. The goal of Section VI-A is to analyze this dependence for the MLSE receivers described in Sections III and IV.

Section VI-B is then devoted to the analysis of the dependence of the performance on the direction of the DGD axis. The goal of this analysis is to find the worst case scenarios for all analyzed MLSE receivers to be used in subsequent Sections VI-C and VI-D for the overall comparison of system performance.

A. Performance Dependence on the Signal SOP in Back-to-Back

Using the same PSBT setup described in Section II and eight-state MLSE processors with 2 samples/bit, we performed several simulation runs of a back-to-back optical system, varying the azimuth and zenith angles of the SOP of the transmitted signal. We evaluated the performance in terms of BER after MLSE processing using metrics (7) and (13)–(17). For all cases, the OSNR was fixed at 17 dB.

The performance of metrics exact (7), approximated (13), Gaussian (14), and VS Gaussian (15) turned out to be insensitive to the input SOP (see Fig. 7 as an example). The very small BER changes are due to Monte Carlo error counting. On the contrary, the performance of the NLE metric (16) of its simplified version (17) shows a dependence on it. The results are displayed in Figs. 8 and 9. Assuming that the three polarizers are directed along the axes 5, 52, and 53, the worst case SOP corresponds to an azimuth \( \alpha \) \(-135^\circ\) and a zenith \( \theta = -32.26^\circ \), i.e., to coordinates in the Stokes space equal to \( S_{vec} = (-1/\sqrt{3}), -1/\sqrt{3}, -1/\sqrt{3} \).

Similar results are obtained using the IMDD modulation format, i.e., the worst case SOP when using NLE metrics (16) and (17) is the same as for PSBT, while the performance is independent of the SOP when using the other metrics.
Fig. 8. Contour plot of $\log_{10}(BER)$ versus azimuth and zenith angles identifying the received SOP over the Poincaré sphere. PSBT of 43 Gb/s with full Stokes receiver with NLE metric in back-to-back (OSNR = 17 dB over 0.1 nm).

Fig. 9. Contour plot of $\log_{10}(BER)$ versus azimuth and zenith angles identifying the received SOP over the Poincaré sphere. PSBT of 43 Gb/s with simplified Stokes receiver with NLE metric in back-to-back (OSNR = 17 dB over 0.1 nm).

B. Performance Dependence on the DGD Axis

After verifying that the performance of the MLSE processor with NLE metrics is dependent on the signal SOP, we analyzed its dependence on the direction of the DGD axis when first-order PMD is taken into account. We chose as SOP of the transmitted signal the one which gave the worst performance without PMD, i.e., $S_{soc} = (-(1/\sqrt{3}), -(1/\sqrt{3}), -(1/\sqrt{3}))$, after verifying by simulation that this configuration is the one giving the worst performance in the presence of PMD as well. We evaluated the performance in terms of BER after MLSE processing using metrics (13)–(17), varying the azimuth and zenith angles of the axis of DGD.

1) PSBT With Approximated and Gaussian Metrics: The results obtained using the approximated metric (13) are shown in Fig. 10, for a DGD amount equal to one bit time ($\tau = T$). The two points in the contour plot corresponding to the worst performance, i.e., the highest BER values, have coordinates $(\alpha, \theta) = 45^\circ$ and $-32.624^\circ$ and $-135^\circ$ and $-32.624^\circ$, respectively. In this case, the DGD axis is parallel to the signal SOP, i.e., the SOP is coincident to one of the two DGD PSPs and the power splitting ratio between the two PSPs is equal to either 0 or 1.

The results obtained using the Gaussian and VS Gaussian metrics are shown in Figs. 11 and 12, respectively. Again, the DGD amount has been fixed to one bit time. The contour plots present a similar behavior to the one of the approximated metric (Fig. 10), i.e., the worst performance is achieved when the DGD axis is aligned with the signal SOP. In this case, the DGD has no effect on the propagating pulses and the performance is the same as in back-to-back.

Increasing the amount of DGD, the worst performance does not change until the memory of the channel exceeds the memory of the trellis. When this happens, the MLSE processor fails in compensating for the intersymbol interference generated by the effects of DGD and the worst case performance corresponds to...
a DGD axis orthogonal to the SOP, i.e., to a power splitting ratio between the two PSPs equal to 0.5. The contour plots obtained for $\tau > T$ are not shown here due to lack of space.

2) \textit{PSBT With NLE Metrics:} The results obtained using the NLE metrics are shown in Figs. 13 and 14 for the full and simplified receivers, respectively. The DGD value is equal to one bit time $T$. Differently from the other metrics, the worst performance is achieved in the region of points where the angle between the DGD axis and the SOP is $45^\circ$. We have run more simulations increasing the value of DGD, obtaining different values of $\phi$ for the worst performance scenario. For instance, for DGD equal to $2T$ and $3T$, the worst case performance is achieved with $\phi = 0^\circ$ and $\phi = 90^\circ$, respectively.

This means that, for each value of DGD, a search for the worst case performance angle $\phi$ should be carried out. Since generating a complete contour map requires several hours of simulation, we reduced the number of simulation runs by choosing a limited number of DGD axis to be explored, corresponding to the points inside the contour plot of Fig. 14. Each point corresponds to a different value of $\phi$, ranging from $0^\circ$ to $180^\circ$. Examples of the performance curves as a function of $\phi$ obtained for four values of DGD are shown in Fig. 15.

3) \textit{IMDD:} Differently from PSBT, when using the IMDD modulation format the worst case is always coincident with a DGD axis orthogonal to the input SOP (corresponding to a power splitting ratio between the two PSPs equal to $\gamma = 0.5$).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure12}
\caption{Contour plot of $\log_{10} (\text{BER})$ versus azimuth and zenith angles identifying the direction of the DGD axis over the Poincaré sphere. PSBT transmission of 43 Gb/s with full Stokes receiver and VS Gaussian metric (OSNR $= 17$ dB over 0.1 nm, DGD equal to one bit time).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure13}
\caption{Contour plot of $\log_{10} (\text{BER})$ versus azimuth and zenith angles identifying the direction of the DGD axis over the Poincaré sphere. PSBT transmission of 43 Gb/s with simplified Stokes receiver and NLE metric (OSNR $= 17$ dB over 0.1 nm, DGD equal to one bit time).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure14}
\caption{Contour plot of $\log_{10} (\text{BER})$ versus azimuth and zenith angles identifying the direction of the DGD axis over the Poincaré sphere. PSBT transmission of 43 Gb/s with simplified Stokes receiver and NLE metric (OSNR $= 17$ dB over 0.1 nm, DGD equal to one bit time).}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{figure15}
\caption{BER versus angle $\phi$ between the DGD axis and the SOP for four different values of DGD. PSBT transmission of 43 Gb/s with full Stokes receiver and NLE metric (OSNR $= 17$ dB over 0.1 nm, DGD equal to one bit time).}
\end{figure}

C. \textit{Worst Case Performance}

Using the worst case scenarios obtained in Section VI-B, the performance curves shown in Fig. 16 have been obtained for PSBT, using the same Tx/Rx setup described in Section II and an eight-state MLSE processor with 2 samples/bit. This means that each point in the plots of Fig. 15 is a worst case results over all possible SOPs and DGD axis orientations. Similar results
obtained using the IMDD modulation formats are reported in Fig. 17 for comparison.

The performance is shown in terms of OSNR needed to achieve a target BER of $10^{-3}$ as a function of the DGD value $\tau$ normalized to the bit time $T$. The OSNR is computed over a 0.1-nm bandwidth, taking into account noise on both polarizations. The performance of the standard single-input direct detection MLSE receiver is also shown for comparison.

When using the polarization diversity Rx with the exact metric, the system incurs no penalty at all up to a value of DGD equal to $3T$ for IMDD and $4T$ for PSBT. After that value, the penalty starts to increase due to the fact that the channel memory becomes larger than the Viterbi processor memory. A similar behavior is obtained when using the receiver with Gaussian or VS Gaussian metrics. For PSBT, the penalty in using a Gaussian metric with respect to the exact one is less than 0.5 dB, while it increases to 2.8 dB when using the VS Gaussian metric. For IMDD, the penalty is around 2 and 3 dB for the Gaussian and VS Gaussian metrics, respectively.

The performance of the same polarization diversity Rx (type A) with the NLE metric is worse than the one achieved using the approximated metric for both IMDD and PSBT, with a maximum penalty around 2 dB. The use of the three-input Rx would further decrease the complexity (only three parameters to be estimated and only three ADCs needed), but its performance is even poorer: its penalty with respect to the Gaussian metric may be as high as 4 dB for both PSBT and IMDD. Note that the nonlinear distortion exponent in NLE metrics (16) and (17) was optimized through simulation, finding optimum values around $\alpha = 0.3$–0.5 (not critical), depending on the amount of DGD.

D. Results With 1 Sample/Bit

All previous results have been obtained assuming that the MLSE processor uses 2 samples/bit, to avoid sampling clock phase optimization. On the other hand, in 43-Gb/s systems, the maximum sampling rates of the state-of-the-art ADCs provide 1 sample/bit only. Therefore, we also analyzed the performance of the MLSE receivers using 1 sample/bit, verifying that the penalty with respect to the 2 samples/bit case is limited (of the order of fractions of dB).

As an example, we show in Fig. 18 the results for the IMDD modulation formats when the full Stokes Rx with approximated metric is used. The penalty due to the use of 1 sample/bit only is around 0.2 dB. Similar results are obtained for PSBT. As a consequence, we can conclude that the general performance of
the Stokes Rx and all the metrics change very little (a small fraction of a decibel) if assessed using 1 or 2 samples/bit.

E. Tolerance to Chromatic Dispersion

Similarly to standard direct-detection receivers, the presence of the MLSE processor gives the further advantage of an increased tolerance to chromatic dispersion (CD). We show as an example the performance of the full Stokes Rx followed by an eight-state MLSE processor using the approximated branch metric (13), in terms of the OSNR (over 0.1 nm, in decibels) needed to achieve BER $10^{-3}$ versus the fiber length $L$. The dispersion parameter is $D = 16.7$ ps/mkm/km. The results are shown in Figs. 19 and 20 for IMDD and PSBT, respectively. The performance of a standard threshold Rx is also shown for comparison.

F. Higher Order PMD

As shown in the previous sections, the analysis of the various Rx configurations with multiple metrics was extremely complex. Compounding this first-order PMD study with a thorough higher order study would not have been possible.

On the other hand, we were willing to probe the Rx’s performance with higher order PMD to make sure there were no intrinsic weaknesses. As a result, we did a series of tests using an all-order wave-plate model [26], tuned to yield an average DGD of 8 ps. We ran 600 simulations, each of which generating a different realization of the wave-plate model. The first-order DGDs created by the all-order model actually ranged between 1 and 20 ps.

We considered the type A/B Rxs. The result was a maximum degradation of the needed OSNR for BER $10^{-3}$ equal to 0.2 dB. Even though the test is clearly not exhaustive, it provides an indication that higher order PMD should be tolerated without substantial excess penalty.

VII. Conclusion

We analyzed the performance of polarization-diversity receivers using MLSE to combat the effects of PMD in 43-Gb/s optical systems employing IMDD and duobinary modulation formats. We proposed and studied several parametric branch metrics, and compared their performance to the one achieved using the optimum metric based on the exact statistics of the Stokes vector components of the received signal samples.

Out of all the metrics analyzed in this paper, the best compromise between complexity and performance is the approximated metric (13), whose complexity is much lower than the exact metric (7) and whose OSNR penalty with respect to (7) is limited (lower than 0.5 dB for both IMDD and PSBT). As pointed out throughout this paper, the approximated metric is also characterized by a simple channel identification procedure, requiring the estimation of only three parameters to fully characterize each trellis branch sample. In addition, such parameters are very easily estimated as they consist of the average of the observed Stokes vector components samples.

As for the other analyzed metrics, the VS Gaussian, NLE, and simplified NLE have the advantage of a simple channel estimation and metric update procedure, as well. On the other hand,
their performance is worse with respect to the exact and approximated metrics, especially in conjunction with the simplified Stokes Receiver.

Finally, even though the Gaussian metric has a very good performance, at least in the PSBT system, it is characterized by a more complex channel estimation procedure compared to the approximated metric, since the number of parameters to be estimated is six, three of them being the variances of the observed Stokes vector components samples.

In conclusion, we have shown that the use of a full Stokes Rx (either type A or B), followed by a multiple-input MLSE processor using an appropriate branch metric, can virtually eliminate any PMD penalty for IMDD and PSBT. This is in contrast to standard direct-detection Rx’s with single-input MLSE processors whose penalty, despite MLSE, peaks at 5–6 dB above back-to-back every time the DGD nears a multiple of the bit time. The complexity of the multiple-input MLSE processor for the Stokes Rx is reasonable, since the required number of states can be low (4–8 for a max DGD equivalent to 2–3 T). Also, thanks to proper branch metric approximations, the effort needed for branch metric computation and channel estimation is reasonable as well, whereas the penalty incurred because of metric suboptimality is almost negligible. As a positive side effect, the presence of MLSE also improves the chromatic dispersion tolerance of the system, quite substantially.

From the viewpoint of actual exploitation, this solution could be of interest for 43-Gb/s IMDD/PSBT systems. It might compete with DQPSK on one hand, and with coherent detection on the other. Among its main advantages, there is the fact that the Tx remains simple and does not need any change with respect to conventional IMDD/PSBT. In fact, the proposed MLSE Stokes Rx is fully backward compatible with any existing conventional IMDD/PSBT Tx. Among its drawbacks is the need for four ADCs, sampling at least at the bit rate.

In contrast, DQPSK needs a more complex Tx, and the Rx complexity is of the order of the Stokes Rx. DQPSK has a better “native” PMD insensitivity than standard IMDD/PSBT due to the twice longer symbol time, but to achieve very high PMD insensitivity, it may need multiple-input MLSE postprocessing as well, including some form of polarization diversity which would further increase the Rx complexity [24].

As for coherent detection, systems based on it are quite more complex and they can probably be justified only in the context of 100-Gb/s transmission, where there is no alternative to using complex constellations to substantially reduce the symbol rate, or to exploit their capability to electronically compensate for arbitrarily large amounts of chromatic dispersion.

**APPENDIX**

Using (3) and considering that the intensity parameter \( r_0 \) of the Stokes components of a fully polarized optical field is related to the three components \((r_1, r_2, r_3)\) of the Stokes vector by the relationship: \( r_0 = \sqrt{r_1^2 + r_2^2 + r_3^2} \), we obtain

\[
\begin{align*}
\hat{r}_1 &= 2\hat{r}_1 - \hat{r}_0 \\
\hat{r}_2 &= 2\hat{r}_2 - \hat{r}_0 \\
\hat{r}_3 &= 2\hat{r}_3 - \hat{r}_0 \\
\hat{r}_0 &= r_1^2 + r_2^2 + r_3^2
\end{align*}
\]

(20)

where \( r_0 \) is the intensity of the overall optical field and is coincident to the signal \( r_0 \) at the output of the lowest branch in the full Stokes Rx of Fig. 4.

Substituting the first three equations in the last one, we obtain

\[
\hat{r}_0 - 2(\hat{r}_1 + \hat{r}_2 + \hat{r}_3)\hat{r}_0 + 2(\hat{r}_1^2 + \hat{r}_2^2 + \hat{r}_3^2) = 0.
\]

(21)

The solution of (21) is

\[
\hat{r}_0 = (\hat{r}_1 + \hat{r}_2 + \hat{r}_3) \pm \Delta
\]

(22)

with \( \Delta = \sqrt{(\hat{r}_1 + \hat{r}_2 + \hat{r}_3)^2 - 2(\hat{r}_1^2 + \hat{r}_2^2 + \hat{r}_3^2)} \) \( \geq 0 \). The Stokes parameters \( r_1, r_2, \) and \( r_3 \) can thus be derived from \( \hat{r}_1, \hat{r}_2, \) and \( \hat{r}_3 \) as

\[
\begin{align*}
r_1 &= \hat{r}_1 - \hat{r}_2 - \hat{r}_3 \pm \Delta \\
r_2 &= \hat{r}_2 - \hat{r}_1 - \hat{r}_3 \pm \Delta \\
r_3 &= \hat{r}_3 - \hat{r}_1 - \hat{r}_2 \pm \Delta
\end{align*}
\]

(23)

The ambiguity due to the \( \pm \) is fundamental and cannot be resolved without adding more information (for a formal proof, see [23]). A way of obtaining the Stokes parameters is to add a fourth branch in the Rx, which provides the information about the total intensity of the received field.

**REFERENCES**


Pierluigi Poggiolini (S’90–M’93) received the M.S. and Ph.D. degrees from Politecnico di Torino, Torino, Italy, in 1988 and 1993, respectively.

He is involved in several EU-funded projects, including e-Photon/ONe, Nobel II, BONE, and Euro-FOS. He has published over 150 papers in international journals and conference proceedings. His current research interests include coherent modulation formats and electronic mitigation techniques for optical broadband transmission.

Dr. Poggiolini is an elected member of the Academic Senate of Politecnico di Torino and of the National University Council, an official body of the Italian Ministry of University and Research.

Monica Visentin (M’01) received the Laurea in ingegneria elettronica (summa cum laude) from Politecnico di Torino, Torino, Italy, in 1986, the M.S. degree in electrical engineering from the University of California at Los Angeles (UCLA), in 1988, and the Ph.D. degree in electrical engineering from Politecnico di Torino, in 1990.

Since 1990 she has been with the Dipartimento di Elettronica, Politecnico di Torino, where she is currently an Associate Professor. Her current interests are in the design and simulation of digital transmitters and receivers for space applications.

Chen Ming, photograph and biography not available at the time of publication.