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Abstract—The following methods of CPFSK signals demodulation are compared for phase and polarization diversity receivers: single filter, dual filter, delay and multiply. BER values are obtained in each case showing that for negligible laser linewidths the delay demodulation method outperforms the dual-filter method by approximately 3 dB, and the single-filter method by 6 dB. Since the noise bandwidth for MSK and delay demodulation is approximately twice as small as for the other methods, one should add another 3 dB to get the gain for that demodulation/demodulation method. The influences of nonzero laser linewidth, noise correlation, and non-Gaussian character of the probability density functions of the noise at the sampler have been taken into account.

I. INTRODUCTION

CONTINUOUS phase frequency shift keying (CPFSK) is potentially a promising technique for coherent optical signal modulation, since direct modulation of the laser current may be employed and the insertion loss of an external modulator is avoided [1]-[3]. The performance of such a system using heterodyne demodulation has been investigated in numerous papers [3]-[8]. There is, however, another approach to the demodulation which uses a multipath optical network that provides a means for recovering the amplitude and phase of the optical signal. It does not require phase locking of optical sources and converts an incoming signal directly to baseband. This is called phase diversity and is often combined with the independent reception of orthogonally polarized components of the optical signal (the so-called polarization diversity). Polarization diversity involves decomposition of the input light into two orthogonal polarization states, independent detection of the signals in these states and subsequent electronic processing. A lot of work has been devoted to the investigation of ASK and DPSK systems employing phase (and polarization) diversity [9]-[12].

II. RECEIVERS PRELIMINARY

A phase-diversity receiver is shown schematically in Fig. 1. It consists of a $[2 \times 2]$ or $[3 \times 3]$ optical network, photodetectors, and a demodulation scheme to be described later. The $[2 \times 2]$ optical network is assumed to be a 90° optical hybrid [14], [15], which is not a standard $[2 \times 2]$ optical directional coupler. A polarization diversity receiver is shown in Fig. 2. It consists of two polarization beam splitters, two phase-diversity receivers of either type, a summing circuit, and a threshold comparator. Both the signal and local oscillator (LO) light are fed to polarization splitting couplers, which produce orthogonal polarization components of the incoming light which are inputs to the two phase-diversity receivers. The polarization plane of linearly polarized LO light is chosen so that its power is equally divided between two orthog-
nal polarization states. The outputs of the two multiport receivers are then added.

In the sequel, we treat in detail only the phase diversity receivers because, as we shall see, the extension of the results for phase and polarization diversity receivers is straightforward.

The signals at the outputs of the photodetectors of either phase-diversity receiver are [9], [16]

\[ u_k = R \sqrt{P_i P_l} \cos [\theta(t) + k\pi/2], \quad k = 0, 1, \]

(1)

\[ u_k = (2/3) R \sqrt{P_i P_l} \cos [\theta(t) + k(2/3)\pi], \quad k = 0, 1, 2. \]

(2)

Equation (1) holds for the \([2 \times 2]\) and (2) for the \([3 \times 3]\) receiver. In the equations above, \(R\) is the responsivity of the photodetectors, \(P_i\) is the power of the received signal, \(P_l\) denotes the power of the local oscillator, \(\theta(t)\) is the lasers phase noise, and

\[ \alpha(t) = 2\pi f_0 t + \left( \frac{\pi h}{T} \right) \sum_k b_k \text{rect} (\tau - kT) \, d\tau. \]

(3)

Here \(f_0\) is the frequency offset between the lasers, \(h\) is the modulation index and \(\{b_k\}\) is the symbol sequence, taking on the values \(-1\) or \(+1\). The function \(\text{rect}(t)\) is equal to 1 if \(t \in (0, T)\) and 0 elsewhere. Here \(T\) is the bit duration. The modulation index \(h = (f_1 - f_2)/T\), where \(f_1\) and \(f_2\) are the frequencies corresponding to \(-1\)' and \(+1\)' symbols, respectively.

The shot-noise terms at the outputs of the photodetectors are independent and it is reasonable to assume them to be white and Gaussian. They have the power spectral densities

\[ N_2 = qR P_l/2 \quad (4) \]

\[ N_3 = qR P_i/3 \quad (5) \]

when it is assumed \(P_l >> P_i\). Here \(N_2\) corresponds to the \([2 \times 2]\) receiver and \(N_3\) to the \([3 \times 3]\) receiver. At this stage, it is easy to incorporate the thermal noise into the analysis, just by adding thermal noise terms to the power spectral densities. It will not be done here because the shot noise will dominate in a properly designed scheme.

Let us examine various demodulation schemes depicted in Fig. 3. Each of the receivers comprises a low-pass or band-pass filter to which the signals from the photodetectors are fed. In the single filter demodulator (Fig. 3(a)), during the transmission of one of the symbols \((-1\)' for example) the frequencies of both the lasers are set equal, which corresponds to shifting the spectrum to baseband. The modulation index is chosen large enough to sweep all the frequency components out of the baseband while transmitting the symbol \(+1\). Thus the signal is present at the output of each low-pass filter of this scheme only when a \(-1\) is transmitted. This is in fact equivalent to the ASK demodulation scheme described elsewhere [9].

In the dual-detector scheme of Fig. 3(b), the modulation index is again chosen large enough to avoid overlapping of the spectra corresponding to the \(-1\) and \(+1\) symbols. There are two band-pass filters for each branch,

\[ \text{LPF—low-pass filter, S—squarer, A—adder, TC—threshold comparator, BPF—band-pass filter, D—delay line, M—multiplier. In the case of the \([3 \times 3]\) receiver, there is a third branch not marked in figs. A, B, and quadrature signals } u_0, i_1 \text{ are obtained from } u_2. \]
each of them tuned to the frequency of the corresponding symbol. Then the outputs of the filters are squared and appropriately combined and a decision device selects the greater output.

In the delay demodulation scheme of Fig. 3(c), the frequency offset between the lasers is zero, so the symbols "-1" and "+1" occupy the same baseband spectrum. They may be distinguished only after employing the delay and multiply technique [13].

The filters in the demodulation schemes are chosen to be ideal rectangular filters with equivalent baseband transfer function \( H(f) = 1 \) for \(-B/2 < f < B/2\) and 0 elsewhere. Furthermore, it is assumed that the bandwidth of these filters is broad enough, so that they do not influence the form of the information signal. The filtered shot noise power is proportional to \( B \). The value of \( B \) is selected to pass 95% of the information signal power. This is a somewhat artificial assumption, nevertheless it is often used [8] and leads to a reasonable receiver bandwidth.

### III. BANDWIDTH REQUIREMENTS

Each of the signals \( u_k \) given by (1), (2) may be represented in the form

\[
u_k = \text{Re} \{ u(t) \exp [2\pi f_k t + \theta(t)] \}, \tag{6}\]

where \( u(t) \) is the equivalent baseband information-bearing signal, and the other factor corresponds to the unmodulated laser signal. It follows from the above that the equivalent low-pass signal spectrum \( \Phi(f) \) is the convolution of the lasers spectrum \( L(f) \) with the spectrum of the signal \( u(t) \), denoted by \( \Phi_u(f) \)

\[
\Phi(f) = \int_{-\infty}^{\infty} \Phi_u(x)L(f-x) \, dx. \tag{7}\]

The low-pass equivalent of the Lorentzian spectrum is given by

\[
L(f) = \frac{2}{\pi \delta L \left[ 1 + \frac{4f^2}{\delta L^2} \right]} \tag{8}
\]

where \( \delta_L \) is the sum of the (FWHM) transmitter and LO lasers linewidths, and unit power was assumed. Thus the power within the band \((-B/2, B/2)\) is given by

\[
P_B = \int_{-B/2}^{B/2} \Phi(f) \, df
\]

\[
= \frac{1}{\pi} \int_{-\infty}^{\infty} \Phi_u(f) \left[ \arctg \left( \frac{(BT/2 - f)}{\epsilon} \right) \right] \, df + \arctg \left( \frac{(BT/2 + f)}{\epsilon} \right) \, df. \tag{9}\]

Here \( \epsilon = \delta_L T/2 \). We have used (7), (8), normalized the frequency to the bit rate and interchanged the order of integration. Unfortunately, the form of \( \Phi_u(f) \) [17] (given in Appendix 1) is rather complicated, so numerical integration was necessary. In Fig. 4, the results are presented for a baseband filter, i.e., for a zero frequency offset between the lasers. In the case of a bandpass filter, the filter passband width is twice as large. We can readily see that the bandwidth of the filter increases almost linearly with the increase of the modulation index \( h \) and depends rather slightly on \( \delta_L \) for the given values of this parameter. Such a dependence is consistent with Carson's rule.

For large modulation indices \( h \gg 1 \), which are necessary to avoid overlapping of the spectra of two modulating frequencies when single or double filter demodulation is used, the equivalent low-pass spectrum is proportional to (Appendix A)

\[
\Phi_u(f) \sim \left[ \frac{\sin (\pi f)}{\pi f} \right]^2 \left[ 1 + \cos (2\pi f) \right]. \tag{10}\]

The bandwidth of the low-pass filter that passes 95% of the signal power for the spectrum as above, is given in Fig. 5. Again, the bandwidth of the bandpass filter is twice as large.

For the near zero laser linewidths the equivalent noise bandwidths follow from Figs. 4 and 5, respectively,

\[
B \approx 1/T \quad \text{for} \ h = 0.5 \tag{11}
\]

\[
B \approx 2/T \quad \text{for} \ h \gg 1. \tag{12}\]

### IV. DUAL-FILTER DEMODULATION

As we have mentioned before, for the same peak powers (i.e., for the mean power twice as large), the performance of the single-filter demodulation scheme is fully equivalent to that of the ASK demodulation scheme de-
scribed elsewhere [9], and those results may be applied directly with an appropriate substitution of the noise bandwidth. Thus this scheme will not be considered here and the reader is referred to [9]. We shall present only the final results.

In the case of the dual-filter scheme let us assume that both filters have the same pass bandwidths in each branch. Thus, using (4) with the factor 2 (which follows from bandpass filtering) taken into account, we get for the noise powers at the inputs of the squaring devices

\[ \langle n_{1}^2 \rangle = qRP_{r}B \quad k = 0, 1 \]  
\[ \langle n_{2}^2 \rangle = 2qRP_{r}B/3 \quad k = 0, 1, 2. \]  

Equation (13) holds for the \( \{ 2 \times 2 \} \) receiver and (14) for the \( \{ 3 \times 3 \} \) receiver. Let us consider the \( \{ 2 \times 2 \} \) receiver for example and the output of the filter tuned to the frequency \( f_1 \) in the 0-th branch. When the symbol corresponding to this frequency is actually transmitted, then the noise alone is chi with \( N \) degrees of freedom. Thus this scheme will not be considered here directly with an appropriate substitution of the noise powers at the inputs of the squaring devices

\[ R \sqrt{P_{r}} \cos [\alpha(t)] + n_{0e}(t) \cos [\alpha(t)] + n_{0o}(t) \sin [\alpha(t)] \]  

where \( n_{0e}(t) \) and \( n_{0o}(t) \) are the quadrature components of the noise \( n_{0}(t) \); they are independent and have the same powers as \( n_{0}(t) \). After squaring and rejecting the double frequency terms by the low-pass filters that follow the squaring devices, we get at the input of the summing circuit

\[ (\sqrt{2SNR} + n_{s})^2 + n_{r}^2. \]

Here we have normalized the noises to unit variances and defined the signal to noise ratio SNR as

\[ SNR = R P_{r}/(qB). \]  

The output of the filter tuned to the other frequency \( f_2 \) is then

\[ n_{s}^2 + n_{r}^2 \]

where these noises are independent and have unit variances. After adding the contribution of the other branch of the receiver we readily see that the pdf of the square root of the signal is the generalized chi pdf of the fourth order (four degrees of freedom, \( N = 4 \) [9] and with the noncentral parameter \( A' \) equal to \( 2SNR \). The general form of this distribution is given by

\[ p_{x}(x) = x^{N/2}I_{N/2-1}(Ax) \exp \left[ -x^2 + A^2 \right] / A^{N/2-1}, \quad x > 0 \]  

where \( I \) represents the modified Bessel function of the first kind.

On the other hand, the pdf of the square root of the noise alone is chi with \( N = 4 \) degrees of freedom [9] and is given by

\[ p_{\xi}(\xi) = 2/[2^{N/2} \Gamma(N/2)] \xi^{N-1} \exp \left[ -\xi^2/2 \right], \quad \xi > 0 \]  

where \( \Gamma \) is the gamma function.

It is easy to show for other kinds of receivers that the form of the probability distribution functions is also represented by (19) and (20) with the noncentral parameter unchanged, and with an appropriate change of \( N \)

- \( N = 6 \) for the \( \{ 3 \times 3 \} \) phase-diversity receiver,
- \( N = 8 \) for the \( \{ 2 \times 2 \} \) phase and polarization diversity receiver, and
- \( N = 12 \) for the \( \{ 3 \times 3 \} \) phase and polarization diversity receiver.

Since we have assumed no frequency overlap, the variables \( \chi \) and \( \xi \) are independent. As the sign of \( \chi - \xi \) determines the decision of the threshold comparator, it chooses the wrong possibility if \( \xi > \chi \). When the two symbols are equally probable we have due to the symmetry

\[ BER = \int_{0}^{\infty} p_{\chi}(\chi) d\chi \int_{\chi}^{\infty} p_{\xi}(\xi) d\xi. \]

Such integrals have been calculated in [9]. Here we present two results only

\[ BER = 0.5 \exp (-SNR) (1 + SNR/4) \]

for the \( \{ 2 \times 2 \} \) phase-diversity receiver, and

\[ BER = 0.5 \exp (-SNR) (1 + 3SNR/8 + SNR^2/32) \]

for the \( \{ 3 \times 3 \} \) phase-diversity receiver.

At this point two remarks have to be made.

1) Note that in this case the noise in each arm of the receiver consists of a bandpass process, which can be represented by two independent quadrature components \( (n_{e}, n_{o}) \). This is contrary to our former paper [9], where the noise terms were lowpass, and it means that there are twice as many independent noise terms as arms in the receiver. That is why the performance of the present \( \{ 3 \times 3 \} \) phase-diversity receiver is equivalent to the performance of the former [9] \( \{ 3 \times 3 \} \) phase and polarization diversity receiver.

2) In our former paper [9] the third term of (23) was in error; now (23) is correctly presented here.

The results are shown in Fig. 6 where they are compared with the single-filter method. One can readily see that the dual-filter demodulation requires an SNR which is roughly 3 dB less in order to achieve the same performance as the single-filter method. It should be stressed however, that from an SNR point of view, the phase-diversity technique is of little advantage in the dual detection scheme as the common heterodyning technique without phase diversity leads to similar sensitivities with a simpler implementation. Anyway, phase diversity relaxes the h.f. requirements of the i.f. filters and processing electronics. The differences between the results here and those in [9] are caused by different low-pass filters in the demodulation circuits.
Another method of detection appears attractive at first glance: combining the dual- and single-filter methods by shifting one of the filters to the baseband in the dual-filter method. In this case however, the threshold is nonzero as the receiver is no longer symmetric; it should be optimized according to the signal and noise statistics and this is a main practical disadvantage. In addition, it does not offer a substantial BER improvement. To prove this let us note that, for the \(2 \times 2\) phase-diversity receiver for example, the statistics of the signal channel is the generalized chi with noncentral parameters \(B\) that this probability for a given \(B\) may be evaluated (see (11) and (12), and Figs. 4 and 5). Furthermore, we have

\[
\langle n_0n_1 \rangle = \langle n_0n_1 \rangle = \langle n_0n_1 \rangle = 0
\]

and \(\rho\) denotes the delayed version of the corresponding noise terms at the moment of sampling. To simplify the analysis let us normalize (26) to obtain unit noise variances. This does not change the BER values since the threshold is zero. In this case

\[
A^2 = 2\text{SNR}.
\]

Note however, that in this case the bandwidth \(B\) may be substantially smaller than in the case of the dual-filter detection as lower values of \(B\) may be used (see (11) and (12), and Figs. 4 and 5). Furthermore, we have

\[
\langle n_0n_1 \rangle = \langle n_0n_1 \rangle = \langle n_0n_1 \rangle = 0
\]

and \(\rho\) is the noise correlation coefficient given by

\[
\rho = \rho(t) = \sin(\theta)/\theta
\]

with

\[
y = \pi B \tau/(2h)
\]

and \(B\) is the 95% bandwidth. Deriving the above we used (24).

The error probability in detecting a bit with the “+” sign, which is equal to the BER due to symmetry in this case, is the probability that \(w < 0\). It is shown in Appendix B that this probability for a given \(\Delta\) may be expressed by (21) where the functions \(p_+(x)\) and \(p_-(\xi)\) are the pdf’s of the generalized chi distribution of \(N = 2\)

\[
p_+(x) = x \exp\left[-(x^2 + A^2)/2\right] \text{erf}(A\sqrt{x})
\]

and noncentral parameters

\[
A^2 = 2\text{SNR} \left[1 + \sqrt{1 - \rho^2} \cos \Delta - \rho \sin \Delta\right]
\]

and

\[
A^2 = 2\text{SNR} \left[1 - \sqrt{1 - \rho^2} \cos \Delta - \rho \sin \Delta\right]
\]

Based on the results in Appendix B, it is straightforward to show that for the \(2 \times 2\) phase and polarization diversity receiver the BER is also given by (21) with the functions \(p_+(x)\) and \(p_-(\xi)\) being pdf’s of the generalized
chi distribution of $N = 4$ and identical noncentral parameters given by (35) and (36), respectively.

Equation (21) together with (35) and (36) give the value of BER ($\Delta$) for a particular realization of the phase-noise process $\Delta$. To obtain the value of BER of an actual receiver it is necessary to average BER ($\Delta$) over all realizations of $\Delta$. It is usually assumed [11, 18] that $\Delta$ has the Gaussian pdf with zero mean and variance

$$\sigma^2 = 2\pi\delta_1 \tau \quad (37)$$

i.e.,

$$p_{\Delta}(\Delta) = \frac{\exp \left[-\Delta^2/(2\sigma^2)\right]}{\sqrt{2\pi}\sigma}. \quad (38)$$

Thus we have finally

$$\text{BER} = \int_0^{\infty} p_{\Delta}(\Delta) d\Delta \int_0^{\infty} p_2(x) dx \int_0^{\infty} p_2(\xi) d\xi. \quad (39)$$

The values of the BER are calculated numerically for both the receivers and the results shown in Fig. 7, whereas Fig. 8 shows the excess of power necessary to obtain BER $= 10^{-9}$ against the value of $\delta_1 \tau$ for various $\rho$. The following conclusion may be drawn from the calculations:


2. The noise correlation cancels to some extent the influence of the nonzero laser linewidths, but it does not shift the BER floor.

In the absence of the noise correlation and for zero laser linewidths, the expressions for the BER can be obtained in a closed form [9]

$$\text{BER} = 0.5 \exp (-\text{SNR}) \quad (40)$$

$$\text{BER} = 0.5 \exp (-\text{SNR}) (1 + \text{SNR}/4). \quad (41)$$

Equation (40) holds for the $[2 \times 2]$ phase-diversity receiver, whereas (41)—for the $[2 \times 2]$ phase and polarization diversity receiver. This confirms the well established fact [11] that DPSK receivers and CPFSK receivers that employ the delay and multiply technique, have the same performance.

In the absence of the noise correlation yet for non-negligible laser linewidth our analysis gives identical results as are obtained in [11, 11], [18]. On the other hand, our results differ from those obtained in [7] for nonzero noise correlation, since the noise correlation was obtained there by violating a condition similar to (24).

### B. The $[3 \times 3]$ Receiver

In order to apply the delay demodulation scheme, the quadrature signals $s_0$ and $s_1$ should be obtained by an appropriate combination of three signals $u$ given by (2) and which are shifted by $120^\circ$. Here are a few possibilities

$$s_0 = 2u_0 - u_1 - u_2, \quad s_1 = u_1 - u_2, \quad (42)$$

$$s_0 = u_0 - u_1 - u_2, \quad s_1 = u_1 - u_2, \quad (43)$$

$$s_0 = u_0, \quad s_1 = u_1 - u_2, \quad (44)$$

It is interesting to note that the method of (42) enables one to completely suppress the relative intensity noise (RIN), if any exists. We shall treat this case in greater detail, whereas only final results for the other two cases will be given as the analysis is similar then.

The quadrature signals and their delayed versions are in this case

$$s_0 = A \cos \alpha + (2n_0 - n_1 - n_2)/3, \quad s_1 = -A \cos \alpha + (n_1 - n_2)/\sqrt{3} \quad (45)$$

$$s_0 = -A \sin \alpha + (n_1 - n_2)/\sqrt{3}, \quad s_1 = -A \cos \alpha + \Delta + (2n_0 - n_1 - n_2)/3, \quad (46)$$

Here $A^2 = (4/3)\text{SNR}$ as we have normalized the noise terms to unit variances. The signal at the input of the threshold comparator reads

$$w = s_1 s_0 - s_0 s_1$, \quad (47)$$

The error probability, which is equal to the BER due to symmetry in this case, is the probability that $w < 0$. It is shown in Appendix C that this probability for a given $\Delta$ and $\alpha$ may be expressed by (21), where the functions $p_\alpha(x)$ and $p_\xi(\xi)$ are the pdf's of the generalized chi distribution.
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Fig. 9. Delay demodulation. BER values (the worst case) for [3 × 3] receivers. Solid lines—phase diversity receiver, dashed lines—phase and polarization diversity receiver: 1) δ, τ = 0, 2) δ, τ = 0.5%, 3) δ, τ = 1%.

of N = 2 given by (34) and noncentral parameters

\[ A_1^2 = 2\text{SNR} \left[ 1 + 0.25\sin^2(\alpha + \Delta) + \cos^2\alpha \right] + \sqrt{1.5 \cos \Delta} \]
\[ A_2^2 = 2\text{SNR} \left[ 1 + 0.25\sin^2(\alpha + \Delta) + \cos^2\alpha \right] - \sqrt{1.5 \cos \Delta} \]

(48)

(49)

Based on the results in Appendix C, it is straightforward to show that for the [2 × 2] phase and polarization diversity receiver the BER value for a given α and Δ is also expressed by (21) with the functions \( p_{\beta}(\chi) \) and \( p_{\delta}(\xi) \) being pdf’s of the generalized chi distribution of \( N = 4 \) and identical noncentral parameters given by (48) and (49).

Equation (21) together with (48) and (49) give the value of the BER (Δ, α) for a particular realization of the phase-noise process Δ and a given phase angle α. To obtain the value of BER in the worst case it is necessary to average BER (Δ, α) over all possible realization of Δ and then select that value of α for which the BER has a maximum. It is accomplished by means of (38) and (39).

The values of the BER are calculated numerically for both the [3 × 3] phase (and polarization) diversity receivers and shown in Fig. 9, whereas Fig. 8 shows again the excess of power necessary to obtain BER = 10⁻⁹ against the value of δ, τ. It is readily seen from these figures that both receivers perform very similarly, especially for wider laser linewidths. Their performance is also very similar (slightly better for narrow laser linewidths) to that of the [2 × 2] receivers.

By asymptotic methods similar to that applied in [9] it is straightforward to show using (21), (48), and (49) that for zero laser linewidths the value of the BER for [3 × 3] receivers is proportional to \( -\text{SNR} \).

In the same way as done for (42), the values of the BER may be obtained also for the other two methods of extracting quadrature signals given by (43) and (44). In these cases the BER is proportional to, respectively

\[ \text{BER} \sim \exp (-8\text{SNR}/9) \]
\[ \text{BER} \sim \exp (-2\text{SNR}/3) \]

i.e., the first method is superior. In the absence of laser phase noise, it gives roughly 3-dB gain as compared with the dual-filter demodulation method. For low modulation indexes \( h = 0.5 \), one should add to this gain another 3 dB as the equivalent low-pass filter bandwidth is twice as small as for the delay demodulation ((11) and (12)).

VI. DISCUSSION

Based on the results of the previous paragraphs and those of [9] we are able to compare the various demodulation methods for negligible laser linewidths and zero noise correlation. This will be done on the basis of the values of the SNR necessary to obtain BER = 10⁻⁹. The results are presented in Table I. Note however, that the value of the SNR is defined here as the signal to noise ratio at the output of the equivalent low-pass filter. Therefore, the SNR will be equivalent to the number of photons per bit received. The equivalent low-pass filter bandwidth requirements are the same for the single- and dual-filter demodulation methods, whereas they are not for the delay demodulation method as the bandwidth depends then on the modulation index \( h \). It follows from spectral considerations that for low modulation indexes \( h = 0.5 \), this bandwidth is twice as small as for the other methods, so one should add another 3 dB to the gain of the delay demodulation method.

In this table the figures for the different ideal heterodyne receivers are related to those derived in [19], where the single-filter case is taken 3 dB worse than ASK and the delay method is taken to be equal to the PSK case, in accordance to (40) and (41). Let us consider the selection of the optimum demodulation method for a given value of \( \delta, T \). In the single- and dual-filter demodulation method, a nonzero laser linewidth results only in a proportional increase of the 95% filter bandwidth according to Fig. 5. The situation is different for the delay demodulation. Here, the performance depends on the choice of the modulation index \( h \). We shall consider the [2 × 2] phase-diversity receiver as the other receivers perform similarly. For a given \( \delta, T \) and \( h \), the value of \( \tau \) may be easily obtained from (24) and there is a unique value of the 95% bandwidth which may be determined from (9). This in its turn gives via (32) and (33) the value of \( \rho \). The above values are sufficient to determine the value of the BER from (39). The greater the \( h \) the greater the bandwidth \( B \) is and the greater the noise influence but the less the influence of the laser linewidth, on the other hand. This is a great advantage of CPFSK over DPSK that by increasing \( h \) we can handle substantial laser linewidths. It follows that for a given \( \delta, T \) there is an optimum \( h \) which gives the smallest BER.

The calculations described above were actually performed and the results are shown in Fig. 10. The optimum value of \( h \) was found for each \( \delta, T \) and the excess of power necessary to obtain a BER = 10⁻⁹ (as compared with the delay demodulation with the filter given by (11)) is marked in this figure. The same values are depicted for the dual-filter demodulation method and heterodyne detection. It
follows from the comparison that the delay demodulation is superior up to about $\delta T = 4\%$ which corresponds to about $h_{\text{opt}} = 3$, whereas the dual-filter method is better for greater values of this parameter. This is similar to the results of [3], where the boundary value of $h$ is found to be 2 for the heterodyne detection without considering the noise correlation. As it should be expected $h_{\text{opt}}$ increases when $\delta T$ increases.

VII. CONCLUSIONS

We have considered the BER performance of various CPFSK demodulation schemes. We have shown that for negligible laser linewidths the delay demodulation with $h = 0.5$ (i.e., MSK) outperforms the dual-filter scheme by roughly 0.6 dB as it comes to the signal level requirements. Of this 0.6 dB there stems 3 dB from the delay and multiply demodulation method and another 0.6 dB originates from the fact that for MSK the noise bandwidth is roughly twice as small as for the larger modulation indexes. The dual-filter method in its turn outperforms the single-filter method by another 3 dB. There is little sense however, in using the dual-filter method with phase-diversity receivers as then its main advantage, namely the baseband processing, is lost. But, nevertheless, it allows the receiver circuits to be designed for lower frequencies. When the laser linewidths increase, the performance of the dual detection scheme is approaching that of the delay demodulation and the former method is superior for $\delta T \geq 4\%$.

It is necessary to stress that CPFSK delay demodulation has the same performance as DPSK, but it is more flexible and can handle larger values of $\delta T$. The analysis presented may be easily adapted to treat DPSK systems.

APPENDIX A

For binary signaling, the spectrum with the frequency normalized to the bit rate is given by [17]

\[
\Phi_2(f) = A_1^2(f) + A_2^2(f) + B_{11}(f)A_1^2(f) + 2B_{12}(f)A_1(f)A_2(f) + B_{22}(f)A_2^2(f) \tag{A1}
\]

where

\[
A_1(f) = \sin((\pi f + \pi h)/2)/((\pi f + \pi h)/2) \tag{A2}
\]

\[
A_2(f) = \sin((\pi f - \pi h)/2)/((\pi f - \pi h)/2) \tag{A3}
\]

\[
B_{11}(f) = \cos(2(\pi f + \pi h) - \cos^2(\pi h))/D(f) \tag{A4}
\]

\[
B_{12}(f) = \cos(2(\pi f) - \cos(\pi h))/D(f) \tag{A5}
\]

\[
B_{22}(f) = \cos(2(\pi f - \pi h) - \cos^2(\pi h))/D(f) \tag{A6}
\]

and

\[
D(f) = 1 + \cos^2(\pi h) - 2 \cos(\pi h) \cos(2\pi f) \tag{A7}
\]

under the condition that $h$ is not an integer number [17]. We have dropped in (A1) a constant multiplication factor as we are only interested in relative values. For a large modulation index $h \gg 1$, there is no overlap of the spectra related to “ZERO” and “ONE” frequencies (see (A2) and (A3)), that is the cross terms in (A1) are zero. To simplify the analysis let us assume that

\[
h = 2k + \pi/2, \quad k = 1, 2, \cdots \tag{A8}
\]

which gives a compact spectrum near the (normalized to the bit rate) frequencies $\pm h/2$. After shifting the frequency to zero we get

\[
\Phi_2(f) \sim \left[ \sin(\pi f)/\pi f \right]^2[1 + \cos(2\pi f)]. \tag{A9}
\]

APPENDIX B

Let us introduce the following random variables:

\[
x_1 = 0.5[(n_1 - n_1)/\sqrt{1 - \rho} + (n_0 - n_0)/\sqrt{1 + \rho}] \tag{A10}
\]

\[
x_2 = 0.5[(n_1 - n_1)/\sqrt{1 - \rho} - (n_0 + n_0)/\sqrt{1 + \rho}] \tag{A10}
\]

\[
x_3 = 0.5[(n_1 + n_1)/\sqrt{1 + \rho} + (n_0 - n_0)/\sqrt{1 - \rho}] \tag{A10}
\]

\[
x_4 = 0.5[(n_1 + n_1)/\sqrt{1 + \rho} - (n_0 - n_0)/\sqrt{1 - \rho}] \tag{A10}
\]

\[-1 < \rho < 1. \tag{A10}\]

They are Gaussian as they consist of sums of Gaussian variables. By examining their cross correlations, which are zero in each case, it is easy to prove that they are not correlated. Thus they are independent. Furthermore, they have unit variances. We have then

\[
n_0 = 0.5[(x_1 - x_2)/\sqrt{1 + \rho} + (x_3 - x_4)/\sqrt{1 - \rho}] \tag{A11}
\]

\[
n_0' = 0.5[(x_1 - x_2)/\sqrt{1 + \rho} - (x_3 - x_4)/\sqrt{1 - \rho}] \tag{A11}
\]

\[
n_1 = 0.5[(x_1 + x_2)/\sqrt{1 - \rho} + (x_3 + x_4)/\sqrt{1 + \rho}] \tag{A11}
\]

\[
n_1' = 0.5[-(x_1 + x_2)/\sqrt{1 - \rho} + (x_3 + x_4)/\sqrt{1 + \rho}] \tag{A11}
\]
Let us insert these values into (26) and multiply it by 
\( 2/\sqrt{1 - \rho^2} \) which does not influence its sign. We have, after some algebraic manipulations 
\[
\begin{align*}
w' &= 2w/\sqrt{(1 - \rho^2)} \\
&= (x_1 + v_1)^2 + (x_2 + v_2 + v_3)^2 \\
&\quad - (x_1 + v_1)^2 - (x_2 + v_2 + v_3)^2 
\end{align*}
\]
where
\[
\begin{align*}
v_1 &= \frac{0.54}{\sqrt{1 - \rho^2}} [\sqrt{1 - \rho \sin(\alpha + \Delta)} + \sqrt{1 + \rho \sin \alpha} \\
&\quad + \sqrt{1 + \rho \cos(\alpha + \Delta)} + \sqrt{1 - \rho \cos \alpha}] \\
v_2 &= \frac{0.54}{\sqrt{1 - \rho^2}} [\sqrt{1 - \rho \sin(\alpha + \Delta)} - \sqrt{1 + \rho \sin \alpha} \\
&\quad - \sqrt{1 + \rho \cos(\alpha + \Delta)} + \sqrt{1 - \rho \cos \alpha}] \\
v_3 &= \frac{0.54}{\sqrt{1 - \rho^2}} [\sqrt{1 + \rho \sin(\alpha + \Delta)} - \sqrt{1 - \rho \sin \alpha} \\
&\quad + \sqrt{1 - \rho \cos(\alpha + \Delta)} - \sqrt{1 + \rho \cos \alpha}] \\
v_4 &= \frac{0.54}{\sqrt{1 - \rho^2}} [\sqrt{1 + \rho \sin(\alpha + \Delta)} + \sqrt{1 - \rho \sin \alpha} \\
&\quad - \sqrt{1 + \rho \cos(\alpha + \Delta)} + \sqrt{1 + \rho \cos \alpha}] .
\end{align*}
\]
Then the probability that \( w < 0 \) is equal to the probability that 
\[
\sqrt{(x_1 + v_1)^2 + (x_2 + v_2 + v_3)^2} < \sqrt{(x_2 + v_2)^2 + (x_3 + v_3)^2} .
\]
(A14)

The pdf of either side of the inequality above is generalized chi with \( N = 2 \) and the noncentral parameters 
\[
\begin{align*}
v_1^2 + v_2^2 &= A_1^2 \\
&= 2SNR [1 + \sqrt{1 - \rho^2} \cos \Delta - \rho \sin \Delta] / (1 - \rho^2) \\
v_3^2 + v_4^2 &= A_2^2 \\
&= 2SNR [2 - \sqrt{1 - \rho^2} \cos \Delta - \rho \sin \Delta] / (1 - \rho^2)
\end{align*}
\]
while the BER is given by (21) [9] with these pdf's inserted into it.

\section*{Appendix C}

We shall neglect the noise correlation in this section and assume that all the noises are uncorrelated, i.e., 
\( \langle n_k n_i \rangle = \langle n_i n_i \rangle = \langle n_i n_i \rangle = 0 \) for \( k \neq i \). Let us introduce the following random variables 
\[
\begin{align*}
x_1 &= [(2n_0 - n_1 - n_2)/2 + (n_1 - n_2)/\sqrt{2}]/\sqrt{2} \\
x_2 &= [(2n_0 - n_1 - n_2)/2 - (n_1 - n_2)/\sqrt{2}]/\sqrt{2} \\
x_3 &= [(2n_0 - n_1' - n_2)/2 + (n_1' - n_2)/\sqrt{2}]/\sqrt{2} \\
x_4 &= [(2n_0 - n_1' - n_2)/2 - (n_1' - n_2)/\sqrt{2}]/\sqrt{2} .
\end{align*}
\]
(A16)

They are Gaussian as they consist of sums of Gaussian variables. By examining their cross correlations, which are zero in each case, it is easy to prove that they are not correlated. Thus they are independent. Furthermore, they have unit variances. We have then 
\[
\begin{align*}
n_1 - n_2 &= x_1 - x_2 \\
n_1 - n_2 &= x_3 - x_4 \\
2n_0 - n_1 - n_2 &= \sqrt{2}(x_1 + x_2) \\
2n_0' - n_1' - n_2' &= \sqrt{2}(x_3 + x_4) .
\end{align*}
\]
(A17)

Substituting these into (47) and multiplying it by 
\( 3\sqrt{1.5} \), which does not influence its sign, we have after some algebraic manipulation 
\[
\begin{align*}
w' &= 3\sqrt{1.5}w \\
&= (x_2 + v_2)^2 + (x_3 + v_3)^2 \\
&\quad - (x_1 + v_1)^2 - (x_4 + v_4)^2 
\end{align*}
\]
(A18)

where 
\[
\begin{align*}
v_1 &= (\sqrt{3}/2) [\cos(\alpha + \Delta) - \sqrt{1.5} \cos \alpha] \\
v_2 &= (\sqrt{3}/2) [\cos(\alpha + \Delta) + \sqrt{1.5} \cos \alpha] \\
v_3 &= -(\sqrt{3}/2) [\sin(\alpha + \sqrt{1.5} \sin(\alpha + \Delta))] \\
v_4 &= (\sqrt{3}/2) [-\sin(\alpha + \sqrt{1.5} \sin(\alpha + \Delta)].
\end{align*}
\]
(A19)

Then the probability that \( w < 0 \) is equal to the probability that 
\[
\sqrt{(x_1 + v_1)^2 + (x_2 + v_2 + v_3)^2} > \sqrt{(x_2 + v_2)^2 + (x_3 + v_3)^2} .
\]
(A20)

The pdf of either side of the inequality above is generalized chi with \( N = 2 \) and the noncentral parameters 
\[
\begin{align*}
v_1^2 + v_2^2 &= A_1^2 \\
&= 2SNR [1 + 0.25\sin^2(\alpha + \Delta) + \cos^2 \alpha] \\
&\quad + \sqrt{1.5} \cos \Delta] \\
v_3^2 + v_4^2 &= A_2^2 \\
&= 2SNR [1 + 0.25\sin^2(\alpha + \Delta) + \cos^2 \alpha] \\
&\quad - \sqrt{1.5} \cos \Delta]
\end{align*}
\]
(A21)

while the BER is given by (21) [9] with these pdf's inserted into it.

\section*{References}


