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Abstract

Store-and-forward had been the predominant technique for transmitting information through a network until its optimality was refuted by network coding theory. Network coding offers a new paradigm for network communications and has generated abundant research interest in information and coding theory, networking, switching, wireless communications, cryptography, computer science, operations research, and matrix theory.

In this issue we review network coding theory for the scenario when there are multiple source nodes each intending to transmit to a different set of destination nodes.

A companion issue reviews the foundational work that has led to the development of network coding theory and discusses the theory for the transmission from a single source node to other nodes in the network.
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In Part I of this tutorial, we have discussed the single-source network coding problem in an algebraic setting. Each communication channel in the network is assumed to have unit capacity. The maximum rate at which information can be multicast has a simple characterization in terms of the maximum flows in the network. In Part II, we consider the more general multi-source network coding problem in which more than one mutually independent information sources are generated at possibly different nodes, where each information source is transmitted to a certain set of nodes in the network. We continue to assume that the communication channels in the network are free of error.

The achievable information rate region for a multi-source network coding problem, which will be formally defined in Section 2, refers to the set of all possible rate tuples at which multiple information sources can be multicast simultaneously on a network. In a single-source network coding problem, a primary goal is to characterize the maximum rate at which information can be multicast from the source node to all the sink nodes. In a multi-source network coding problem, we are interested in characterizing the achievable information rate region.
Multi-source network coding turns out \textit{not} to be a simple extension of single-source network coding. In the rest of this section, we discuss two characteristics of multi-source networking coding which differentiate it from single-source network coding. In all the examples, the unit of information is the bit.

In Part I, nodes are labelled by capital letters. In Part II, since capital letters are reserved for random variables, nodes will instead be labelled by small letters.

1.1 Superposition coding

Let us first revisit the network in Figure 1.2(b) of Part I which is reproduced here as Figure 1.1 in a slightly different manner. Here, we assume that each channel has unit capacity. For $i = 1, 2$, the source node $i$ generates a bit $b_i$ which is sent to the node $t_i$. We have shown in Example 1.3 of Part I that in order for the nodes $t_1$ and $t_2$ to exchange the two bits $b_1$ and $b_2$, network coding must be performed at the node $u$. This example in fact has a very intriguing implication. Imagine that on the Internet a message in English and a message in Chinese are generated at two different locations. These two messages are to be transmitted from one point to another point within the network, and we can assume that there is no correlation between the two messages. Then this example shows that we may have to perform joint coding of the two messages in the network in order to achieve bandwidth optimality!
We refer to the method of coding individual information sources separately as \textit{superposition coding}. The above example simply shows that superposition coding can be suboptimal.

We now give an example for which superposition coding does achieve optimality. Consider the network in Figure 1.2. To simplify the discussion, we set the capacities of the channels 1\textsubscript{u} and 2\textsubscript{u} to infinity so that the information generated at both source nodes are directly available to the node u. For all the other channels, we set the capacity to 1. We want to multicast the information generated at the source node 1 to the nodes v, w and t, and to transmit the information generated at the source node 2 to the node t.

Let $X_1$ and $X_2$ be independent random variables representing the information generated respectively at the source nodes 1 and 2 for one unit time. The rate of the information generated at the source node $s$ is given by $\omega_s = H(X_s)$ for $s = 1, 2$. Let $U_{ij}$ be the random variable sent on the channel $ij$, where $H(U_{ij}) \leq 1$ due to the bit rate constraint for the channel. Then for any coding scheme achieving the prescribed communication goals, we have

$$2\omega_1 + \omega_2 = 2H(X_1) + H(X_2) = 2H(X_1) + H(X_2|X_1) \leq 2H(X_1) + H(U_{vt}, U_{wt}|X_1)$$

Fig. 1.2 A network for which superposition coding is optimal.
1.1. Superposition coding

Fig. 1.3 The information rate region for the network in Figure 1.2.

\[
\begin{align*}
b) & \leq 2H(X_1) + H(U_{uv}, U_{uw}|X_1) \\
& \leq 2H(X_1) + H(U_{uv}|X_1) + H(U_{uw}|X_1) \\
& = H(U_{uv}, X_1) + H(U_{uw}, X_1) \\
c) & = H(U_{uv}) + H(U_{uw}) \\
& \leq 2,
\end{align*}
\]

where a) follows because \( X_2 \) is a function of \( U_{vt} \) and \( U_{wt} \), b) follows because \( U_{vt} \) is a function of \( U_{uv} \) and \( U_{wt} \) is a function of \( U_{uw} \), and c) follows because \( X_1 \) is a function of \( U_{uv} \) and a function of \( U_{uw} \).

This region is illustrated in Figure 1.3. To see that the whole region is achievable by superposition coding, let \( r_{ij}^{(s)} \) be the bit rate on the channel \( ij \) for transmitting the information generated at the source node \( s \). Due to the bit rate constraint for each channel \( ij \), the following must be satisfied:

\[
r_{ij}^{(1)} + r_{ij}^{(2)} \leq 1.
\]

Then the rate pair \((\omega_1, \omega_2) = (1, 0)\) is achieved by taking

\[
r_{uv}^{(1)} = r_{uw}^{(1)} = r_{vt}^{(1)} = 1
\]

and

\[
r_{wt}^{(1)} = r_{uv}^{(2)} = r_{uw}^{(2)} = r_{vt}^{(2)} = r_{wt}^{(2)} = 0,
\]
while the rate pair \((0, 2)\) is achieved by taking 
\[
r_{uv}^{(1)} = r_{uw}^{(1)} = r_{vl}^{(1)} = r_{wt}^{(1)} = 0
\]
and 
\[
r_{uv}^{(2)} = r_{uw}^{(2)} = r_{vl}^{(2)} = r_{wt}^{(2)} = 1.
\]
Then the whole information rate region depicted in Figure 1.3 is seen to be achievable via a time-sharing argument.

From the above two examples, we see that superposition coding is sometimes but not always optimal. Optimality of superposition coding for certain classes of multilevel diversity coding problems (special cases of multi-source network coding) has been reported in [17], [14], [21]. For a class of multilevel diversity coding problems (special cases of multi-source network coding) studied in [8], superposition coding is optimal for 86 out of 100 configurations. In any case, superposition coding always induces an inner bound on the information rate region.

### 1.2 The max-flow bound

In this section, we revisit the two examples in the last section from a different angle. First, for the network in Figure 1.1, we already have seen that superposition coding is suboptimal. Now consideration of the max-flows from \(t_1\) to \(t_2\) and from \(t_2\) to \(t_1\) gives 
\[
\omega_1, \omega_2 \leq 1.
\]
This outer bound on the information rate region, referred to as the max-flow bound, is depicted in Figure 1.4. Here the rate pair \((1, 1)\) is achieved by using network coding at the node \(u\) as we have discussed, which implies the achievability of the whole region. Therefore, the max-flow bound is tight.

We now consider the network in Figure 1.2. Consideration of the max-flow at either node \(v\) or \(w\) gives 
\[
\omega_1 \leq 1, \quad (1.1)
\]
while consideration of the max-flow at node \(t\) gives 
\[
\omega_1 + \omega_2 \leq 2. \quad (1.2)
\]
1.2. The max-flow bound

Figure 1.5 is an illustration of the region of all $(\omega_1, \omega_2)$ satisfying these bounds, which constitute the max-flow bound. Comparing with the achievable information rate region shown in Figure 1.3, we see that the max-flow bound is not tight. From these two examples, we see that like superposition coding, the max-flow bound is sometimes but not always tight. Nevertheless, it always gives an outer bound on the information rate region. It has been shown in [6][10] that the max-flow bound is tight for networks with two sink nodes.
2
Network Codes for Acyclic Networks

2.1 Achievable information rate region

In Part I, the capacity of direct transmission from a node to its neighbor is determined by the multiplicity of the channels between them. This is to facilitate the discussion of linear codes. In this section, codes not necessarily linear are considered and we assume that the capacity of a channel can take any positive real number. We, however, continue to allow multiple channels between a pair of nodes to facilitate subsequent comparison with linear codes.

Convention. The following convention applies to every acyclic communication network in this section.

- The set of all nodes and the set of all channels are denoted by $V$ and $E$, respectively.
- The nodes are ordered in a way such that if there exists a channel from a node $i$ to a node $j$, then the node $i$ precedes the node $j$. This is possible by the acyclicity of the network.
- The capacity of a channel $e$ is denoted by $R_e$. 
An independent information source \( X_s \) is generated at a source node \( s \).

A source node has no input channels.

The set of all the source nodes in the network is denoted by \( S \), which is a subset of \( V \).

The set of all sink nodes is denoted by \( T \), where a sink node receives at least one information source\(^1\). The set of information sources received by a sink node \( i \) is denoted by \( \beta(i) \).

In the above setup, the decoding requirements are described by the functions \( \beta(i), i \in T \). Equivalently, we may think of each information source \( X_s \) being multicast to the set of nodes

\[ \{i \in T : s \in \beta(i)\} \]

We now consider a block code with length \( n \). The information source \( X_s \) is a random variable which takes values in the set

\[ \mathcal{X}_s = \{1, 2, \ldots, \lceil 2^{n\tau_s} \rceil\} \]

according to the uniform distribution. The rate of the information source \( X_s \) is \( \tau_s \). According to our assumption, the random variables \( X_s, s \in S \) are mutually independent.

**Definition 2.1.** An

\[ (n, (\eta_e : e \in E), (\tau_s : s \in S)) \]

code on a given communication network is defined by

1) for all source node \( s \in S \) and all channel \( e \in \text{Out}(s) \), a local encoding mapping

\[ \tilde{k}_e : \mathcal{X}_s \to \{1, \ldots, \eta_e\}; \quad (2.1) \]

2) for all node \( i \in V \setminus S \) and all channel \( e \in \text{Out}(i) \), a local encoding mapping

\[ \tilde{k}_e : \prod_{d \in \text{In}(i)} \{1, \ldots, \eta_d\} \to \{1, \ldots, \eta_e\}; \quad (2.2) \]

\(^1\)Since a source node has no input channels, it cannot be a sink node.
3) for all sink node $i \in T$, a decoding mapping

$$g_i : \prod_{d \in \text{In}(i)} \{1, \ldots, \eta_d\} \rightarrow \prod_{s \in \beta(i)} X_s.$$ 

In a coding session, if a node $i$ precedes a node $j$, then the encoding mappings $\tilde{k}_e, e \in \text{Out}(i)$ are applied before the encoding mappings $\tilde{k}_e', e \in \text{Out}(j)$. If $e, e' \in \text{Out}(i)$, then $\tilde{k}_e$ and $\tilde{k}_e'$ can be applied in any order. Since a node $i$ precedes a node $j$ if there exists a channel from the node $i$ to the node $j$, a node does not encode until all the necessary information is received on the input channels.

Introduce the notation $X_{S'}$ for $(X_s : s \in S')$, where $S' \subset S$. For all $i \in T$, define

$$\Delta_i = \Pr \{\hat{g}_i(X_S) \neq X_{\beta(i)}\},$$

where $\hat{g}_i(X_S)$ denotes the value of $g_i$ as a function of $X_S$. $\Delta_i$ is the probability that the set of information sources $X_{\beta(i)}$ is decoded incorrectly at the node $i$.

In the subsequent discussion, all the logarithms are in the base 2.

**Definition 2.2.** An information rate tuple

$$\omega = (\omega_s : s \in S),$$

where $\omega \geq 0$ (componentwise), is asymptotically achievable if for any $\epsilon > 0$, there exists for sufficiently large $n$ an

$$(n, (\eta_e : e \in E), (\tau_s : s \in S))$$

code such that

$$n^{-1} \log \eta_e \leq R_e + \epsilon$$

for all $e \in E$, where $n^{-1} \log \eta_e$ is the average bit rate of the code on the channel $e$,

$$\tau_s \geq \omega_s - \epsilon$$

for all $s \in S$, and

$$\Delta_i \leq \epsilon$$
for all \( i \in T \). For brevity, an asymptotically achievable information rate tuple will be referred to as an achievable information rate tuple.

**Definition 2.3.** The achievable information rate region, denoted by \( \mathcal{R} \), is the set of all achievable information rate tuples \( \omega \).

**Remark 2.4.** It follows from the definition of the achievability of an information rate tuple that if \( \omega \) is achievable, then \( \omega' \) is achievable for all \( 0 \leq \omega' \leq \omega \). Also, for any sequence of achievable rate tuples \( \omega^{(k)} \), \( k \geq 1 \), it can be proved that

\[
\omega = \lim_{k \to \infty} \omega^{(k)},
\]

if exists, is also achievable, i.e., \( \mathcal{R} \) is closed. It can then be shown by invoking a time-sharing argument that \( \mathcal{R} \) is closed and convex.

In this section, we discuss characterizations of the information rate region of a general multi-source network coding problem. Unlike single-source network coding which already has explicit algebraic code constructions, the current understanding of multi-source network coding is quite far from being complete. Specifically, only inner and outer bounds on the achievable information rate region \( \mathcal{R} \) are known for acyclic networks, and only existence proof of codes by random coding technique is available. The tools we shall use are mainly probabilistic instead of algebraic.

We note that the definition of a network code in this section does not reduce directly to the definitions of a network code in Part I when there is only one information source. It is because in Part I, a network code is defined in a way such that various notions specific to linear codes for a single information source (namely linear broadcast, linear dispersion, and generic network code) can be incorporated. Essentially, the definition of a network code here is the local description of a network code for multicast.
2.2 Inner bound $\mathcal{R}_{in}$

In this section, we discuss an inner bound on the achievable information rate region $\mathcal{R}$ for acyclic networks. We start with some standard definitions and properties of strong typicality, a fundamental tool in information theory. For proofs and further details, We refer the reader to [1], [2], [19]. Here, we adopt the convention in [19].

2.2.1 Typical sequences

Consider an information source $\{X_k, k \geq 1\}$ where $X_k$ are i.i.d. with distribution $p(x)$. We use $X$ to denote the generic random variable, $\mathcal{S}_X$ to denote the support of $X$, and $H(X)$ to denote the common entropy for all $X_k$, where $H(X) < \infty$. Let $X = (X_1, X_2, \cdots, X_n)$.

**Definition 2.5.** The strongly typical set $T_{[X]}^n[\delta]$ with respect to $p(x)$ is the set of sequences $x = (x_1, x_2, \cdots, x_n) \in \mathcal{X}^n$ such that $N(x; x) = 0$ for $x \notin \mathcal{S}_X$, and

$$\sum_x \left| \frac{1}{n} N(x; x) - p(x) \right| \leq \delta,$$  \hspace{1cm} (2.3)

where $N(x; x)$ is the number of occurrences of $x$ in the sequence $x$, and $\delta$ is an arbitrarily small positive real number. The sequences in $T_{[X]}^n[\delta]$ are called strongly $\delta$-typical sequences.

**Theorem 2.6.** (Strong asymptotic equipartition property) In the following, $\eta$ is a small positive quantity such that $\eta \to 0$ as $\delta \to 0$.

1) If $x \in T_{[X]}^n[\delta]$, then

$$2^{-n(H(X)+\eta)} \leq p(x) \leq 2^{-n(H(X)-\eta)}.$$  \hspace{1cm} (2.4)

2) For $n$ sufficiently large,

$$\Pr\{X \in T_{[X]}^n[\delta]\} > 1 - \delta.$$
3) For \( n \) sufficiently large,

\[
(1 - \delta)2^{n(H(X)-\eta)} \leq |T^n_{X|\delta}| \leq 2^{n(H(X)+\eta)}.
\] (2.5)

Next, we discuss strong joint typicality with respect to a bivariate distribution. Generalization to a multivariate distribution is straightforward.

Consider a bivariate information source \( \{ (X_k,Y_k), k \geq 1 \} \) where \( (X_k,Y_k) \) are i.i.d. with distribution \( p(x,y) \). We use \((X,Y)\) to denote the pair of generic random variables, and assume that \( H(X,Y) < \infty \).

**Definition 2.7.** The strongly jointly typical set \( T^n_{XY|\delta} \) with respect to \( p(x,y) \) is the set of \((x,y)\) such that \( N(x,y;x,y) = 0 \) for \((x,y) \not\in S_{XY} \), and

\[
\sum_x \sum_y \left| \frac{1}{n} N(x,y;x,y) - p(x,y) \right| \leq \delta,
\] (2.6)

where \( N(x,y;x,y) \) is the number of occurrences of \((x,y)\) in the pair of sequences \((x,y)\), and \( \delta \) is an arbitrarily small positive real number. A pair of sequences \((x,y)\) is called strongly jointly \( \delta \)-typical if it is in \( T^n_{XY|\delta} \).

Strong typicality satisfies the following **consistency** and **preservation** properties.

**Theorem 2.8.** (Consistency) If \((x,y) \in T^n_{XY|\delta}\), then \( x \in T^n_{X|\delta} \) and \( y \in T^n_{Y|\delta} \).

**Theorem 2.9.** (Preservation) Let \( Y = f(X) \). If

\[
x = (x_1,x_2,\cdots,x_n) \in T^n_{X|\delta},
\]

then

\[
f(x) = (y_1,y_2,\cdots,y_n) \in T^n_{Y|\delta},
\] (2.7)

where \( y_i = f(x_i) \) for \( 1 \leq i \leq n \). ([19], Lemma 15.10.)
For a bivariate i.i.d. source \( \{(X_k,Y_k)\} \), we have the strong joint asymptotic equipartition property (strong JAEP), which can readily be obtained by applying the strong AEP to the source \( \{(X_k,Y_k)\} \).

**Theorem 2.10. (Strong JAEP)** Let

\[
(X,Y) = ((X_1,Y_1), (X_2,Y_2), \cdots, (X_n,Y_n)),
\]

where \( (X_i,Y_i) \) are i.i.d. with generic pair of random variables \( (X,Y) \). In the following, \( \lambda \) is a small positive quantity such that \( \lambda \to 0 \) as \( \delta \to 0 \).

1) If \((x,y) \in T^n_{[XY]\delta}\), then
\[
2^{-n(H(X,Y)+\lambda)} \leq p(x,y) \leq 2^{-n(H(X,Y)-\lambda)}.
\]

2) For \( n \) sufficiently large,
\[
\Pr\{(X,Y) \in T^n_{[XY]\delta}\} > 1 - \delta.
\]

3) For \( n \) sufficiently large,
\[
(1 - \delta) 2^{n(H(X,Y)-\lambda)} \leq |T^n_{[XY]\delta}| \leq 2^{n(H(X,Y)+\lambda)}.
\]

### 2.2.2 First example

Consider a point-to-point communication system, the simplest possible example of a communication network:

\[
V = \{1,a\}, \ E = \{1a\}, \ S = \{1\}, \ T = \{a\}, \ \beta(a) = \{1\}.
\]

This network is illustrated in Figure 2.1, and we call this network \( G_1 \).

By the source coding theorem [15], the information rate \( \omega_1 \) is achievable if and only if \( \omega_1 \leq R_{1a} \). The following theorem can be regarded as an alternative form of the direct part of the source coding theorem.

![Fig. 2.1 The network \( G_1 \) for the first example.](image-url)
Theorem 2.11. For the network $G_1$, an information rate $\omega_1$ is achievable if there exists auxiliary random variables $Y_1$ and $U_{1a}$ such that

\begin{align*}
H(Y_1) &> \omega_1 \quad (2.8) \\
H(U_{1a}|Y_1) &= 0 \quad (2.9) \\
H(U_{1a}) &< R_{1a} \quad (2.10) \\
H(Y_1|U_{1a}) &= 0. \quad (2.11)
\end{align*}

We first note that (2.9) and (2.11) together imply that the random variables $Y_1$ and $U_{1a}$ determines each other, so we write

\[ U_{1a} = u_{1a}(Y_1) \]

and

\[ Y_1 = y_1(U_{1a}), \]

which imply

\[ Y_1 = y_1(u_{1a}(Y_1)). \quad (2.12) \]

Moreover,

\[ H(Y_1) = H(U_{1a}). \]

Then for any $\omega_1$ satisfying (2.8) to (2.11) for some auxiliary random variables $Y_1$ and $U_{1a}$, we have

\[ R_{1a} > H(U_{1a}) = H(Y_1) > \omega_1, \]

which is essentially the direct part of the source coding theorem except that the inequality is strict here. By invoking the remark following Definition 2.3, we see that the rate

\[ R_{1a} = \omega_1 \]

is indeed achievable.
We should think of $Y_1$ and $U_{1a}$ as random variables representing the information source $X_1$ and the codeword sent on the channel $1a$, respectively. Accordingly, we have (2.8) as the entropy constraint on $Y_1$, and (2.10) corresponds to the capacity constraint for the channel $1a$.

**Proof of Theorem 2.11.** Let $\delta$ to be a small positive real number to be specified later. For given random variables $Y_1$ and $U_{1a}$ satisfying (2.8) to (2.11), we construct a random code by the following procedure:

1. Generate $2^{n\omega_1}$ sequences of length $n$ independently according to $p^n(y_1)$.
2. If the message is $i$, map it to the $i$th sequence generated in Step 1. Denote this sequence by $y_1$.
3. If $y_1 \in T^n_{[Y_1]\delta}$, obtain the sequence $u_{1a} = u_{1a}(y_1)$ (recall the notation $f(x)$ in Theorem 2.9). By Theorem 2.9, $u_{1a} \in T^n_{[U_{1a}]\delta}$. Otherwise, let $u_{1a}$ be a constant sequence in $T^n_{[U_{1a}]\delta}$.
4. Output the index of $u_{1a}$ in $T^n_{[U_{1a}]\delta}$ as the codeword and send on the channel $1a$.
5. At the node $b$, upon receiving the index of $u_{1a} \in T^n_{[U_{1a}]\delta}$, recover $u_{1a}$ and obtain $\tilde{y}_1 = y_1(u_{1a})$.

If $\tilde{y}_1 = y_1$ and $y_1$ is unique among all the sequences generated in Step 1 of the random coding procedure, then the message $i$ can be decoded correctly.

A decoding error is said to occur if the message $i$ is decoded incorrectly. Note that the total number of codewords is upper bounded by

$$|T^n_{[U_{1a}]\delta}| < 2^{n(H(U_{1a}) + \eta)}$$

(cf. (2.5)), so that the rate of the code is at most

$$H(U_{1a}) + \eta < R_{1a} + \eta.$$
We now analyze the probability of decoding error of this random code. Consider

\[
\Pr\{\text{decoding error}\} \\
= \Pr\{\text{decoding error} | y_1 \not\in T^n_{[Y_1]\delta}\} \Pr\{y_1 \not\in T^n_{[Y_1]\delta}\} \\
+ \Pr\{\text{decoding error} | y_1 \in T^n_{[Y_1]\delta}\} \Pr\{y_1 \in T^n_{[Y_1]\delta}\} \\
\leq 1 \cdot \Pr\{y_1 \not\in T^n_{[Y_1]\delta}\} + \Pr\{\text{decoding error} | y_1 \in T^n_{[Y_1]\delta}\} \cdot 1 \\
= \Pr\{y_1 \not\in T^n_{[Y_1]\delta}\} + \Pr\{\text{decoding error} | y_1 \in T^n_{[Y_1]\delta}\}.
\]

By the strong AEP,

\[
\Pr\{y_1 \not\in T^n_{[Y_1]\delta}\} \to 0
\]
as \(n \to \infty\). So it remains to show that

\[
\Pr\{\text{decoding error} | y_1 \in T^n_{[Y_1]\delta}\} \to 0
\]
as \(n \to \infty\) with an appropriate choice of \(\delta\). Toward this end, we observe that if \(y_1 \in T^n_{[Y_1]\delta}\), then

\[
u_{1a} = u_{1a}(y_1)
\]

(instead of being a constant sequence in \(T^n_{[U_1\alpha]\delta}\), so that

\[
\tilde{y}_1 = y_1(u_{1a}) = y_1(u_{1a}(y_1)).
\]

Then from (2.12), we see that

\[
\tilde{y}_1 = y_1.
\]

In other words, if \(y_1 \in T^n_{[Y_1]\delta}\), a decoding error occurs if and only if the sequence \(y_1\) is drawn more than once in Step 1. Thus,

\[
\Pr\{\text{decoding error} | y_1 \in T^n_{[Y_1]\delta}\} \\
= \Pr\{y_1 \text{ drawn more than once} | y_1 \in T^n_{[Y_1]\delta}\} \\
= \Pr\left\{\bigcup_{j \neq i} \{\text{obtain } y_1 \text{ in the } j\text{th drawing} | y_1 \in T^n_{[Y_1]\delta}\}\right\}.
\]
\[
\leq \sum_{j \neq i} \Pr\{\text{obtain } y_1 \text{ in the } j\text{th drawing} | y_1 \in T^n_{[Y_1]\delta}\}
\]
\[
< 2^{n\omega_1} \cdot \Pr\{\text{obtain } y_1 \text{ in any drawing} | y_1 \in T^n_{[Y_1]\delta}\}
\]
\[
< 2^{n\omega_1} \cdot 2^{-n(H(U_{1a})-\eta)}
\]
\[
= 2^{-n(H(U_{1a})-\omega_1-\eta)}
\]
\[
= 2^{-n(H(Y_1)-\omega_1-\eta)},
\]
where we have invoked the strong AEP in the last inequality. Since \(H(Y_1) > \omega_1\) and \(\eta \to 0\) as \(\delta \to 0\), by taking \(\delta\) to be sufficiently small, we have \(H(Y_1) - \omega_1 - \eta > 0\), and hence
\[
\Pr\{\text{decoding error} | y_1 \in T^n_{[Y_1]\delta}\} \to 0
\]
as \(n \to \infty\).

It appears that Theorem 2.11 only complicates the direct part of the source coding theorem, but as we shall see, it actually prepares us to obtain a characterization of the achievable information rate region for more general networks.

### 2.2.3 Second example

In the next section, we shall state without proof an inner bound on the achievable information rate region \(R\) for a general acyclic network. We already have proved a special case of this inner bound in Theorem 2.11 for a point-to-point communication system. In this section, we prove this inner bound for another network considerably more complicated than the one in the last section. Although this network is still far from being general, the proof of the inner bound for this network contains all the essential ingredients. Besides, the ideas are more transparent without the overwhelming notation in the general proof.

The second network we consider here is the network in Figure 2.2 with the following specification:

\[
V = \{1, 2, a, b, c, d\}, \quad E = \{1a, 2b, ab, ac, bc, bd, cd\}
\]
\[
S = \{1, 2\}, \quad T = \{c, d\}, \quad \beta(c) = \{1\}, \quad \beta(d) = \{1, 2\}.
\]

Call this network \(G_2\).
For the network $G_2$, we first make the observation that the source nodes 1 and 2 each has only one output channel. By the source coding theorem, if either $R_{1a} < \omega_1$ or $R_{2b} < \omega_2$, the sink node $d$ cannot possibly receive both $X_1$ and $X_2$. Therefore, in order to make the problem meaningful, we make the assumptions that $R_{1a} \geq \omega_1$ and $R_{2b} \geq \omega_2$, so that we can regard $X_1$ and $X_2$ as being directly available to the nodes $a$ and $b$, respectively.

**Theorem 2.12.** For the network $G_2$, an information rate pair $(\omega_1, \omega_2)$ is achievable if there exist auxiliary random variables $Y_s, s \in S$ and $U_e, e \in E$ such that

$$H(Y_1, Y_2) = H(Y_1) + H(Y_2) \quad (2.13)$$

$$H(Y_s) > \omega_s, \quad s \in S \quad (2.14)$$

$$H(U_{ab}, U_{ac}|Y_1) = 0 \quad (2.15)$$

$$H(U_{bc}, U_{bd}|Y_2, U_{ab}) = 0 \quad (2.16)$$

$$H(U_{cd}|U_{ac}, U_{bc}) = 0 \quad (2.17)$$

$$H(U_e) < R_e, \quad e \in E \quad (2.18)$$

$$H(Y_1|U_{ac}, U_{bc}) = 0 \quad (2.19)$$

$$H(Y_1, Y_2|U_{bd}, U_{cd}) = 0. \quad (2.20)$$
The interpretations of (2.13) to (2.20) are as follows. Similar to our discussion on the network in the last section, \( Y_s \) and \( U_e \) are random variables representing the information source \( X_s \) and the codeword sent on the channel \( e \), respectively. The equality in (2.13) says that the information sources 1 and 2 are independent. The inequality (2.14) is the entropy constraint on the auxiliary random variable \( Y_s \). The equality (2.15) says that the codewords sent on the channels \( ab \) and \( ac \) depend only on the information source \( X_1 \). The equality (2.16) says that the codewords sent on the channels \( bc \) and \( bd \) depend only on the information source \( X_2 \) and the codeword sent on the channel \( ab \). The equality (2.17) says that the codeword sent on the channel \( cd \) depends only on the codeword sent on the channels \( ac \) and \( bc \). The inequality (2.18) is the capacity constraint for the channel \( e \). The equality (2.19) says that the information source 1 can be recovered (at the sink node \( c \)) from the codewords sent on the channels \( ac \) and \( bc \), and finally the equality (2.20) says that both the information sources \( X_1 \) and \( X_2 \) can be recovered (at the sink node \( d \)) from the codewords sent on the channels \( bd \) and \( cd \).

From (2.15), we see that \( U_{ab} \) and \( U_{ac} \) are both functions of \( Y_1 \). Thus we write

\[
U_{ab} = u_{ab}(Y_1)
\]

and

\[
U_{ac} = u_{ac}(Y_1).
\]

In the same way, from (2.16), (2.17), (2.19), and (2.20), we write

\[
U_{bc} = u_{bc}(Y_2, U_{ab})
\]

\[
U_{bd} = u_{bd}(Y_2, U_{ab})
\]

\[
U_{cd} = u_{cd}(U_{ac}, U_{bc})
\]

\[
Y_1 = y_1^{(c)}(U_{ac}, U_{bc})
\]

\[
Y_1 = y_1^{(d)}(U_{bd}, U_{cd})
\]

\[
Y_2 = y_2^{(d)}(U_{bd}, U_{cd}).
\]

In (2.26) to (2.28), the superscript denotes the sink node with which the function is associated.
Proof of Theorem 2.12. Let $\delta$ to be a small positive real number to be specified later. For given random variables $Y_s, s \in S$ and $U_e, e \in E$ satisfying (2.13) to (2.20), we construct a random code by the following procedure:

1. For the information source $j (= 1, 2)$,
   a) Generate $2^{n\omega_j}$ sequences of length $n$ independently according to $p^n(y_j)$.
   b) If the message is $i_j$, map it to the $i_j$-th sequence generated in Step 1a). Call this sequence $y_j$.
2. If $y_1 \in T_{[Y_1]}^n$, obtain the sequences
   $$u_{ab} = u_{ab}(y_1) \in T_{[U_{ab}]}^n$$
   and
   $$u_{ac} = u_{ac}(y_1) \in T_{[U_{ac}]}^n$$
   (cf. (2.21) for the definition of $u_{ab}(\cdot)$, etc, and Theorem 2.9 for the notation $f(x)$). Here, $u_{ab}(y_1) \in T_{[U_{ab}]}^n$ and $u_{ac}(y_1) \in T_{[U_{ac}]}^n$ as follow from Theorem 2.8. Otherwise, let $u_{ab}$ and $u_{ac}$ be constant sequences in $T_{[U_{ab}]}^n$ and $T_{[U_{ac}]}^n$, respectively.
3. Output the indices of $u_{ab}$ in $T_{[U_{ab}]}^n$ and $u_{ac}$ in $T_{[U_{ac}]}^n$ as codewords and send on the channels $ab$ and $ac$, respectively.
4. If $(y_2, u_{ab}) \in T_{[Y_2, U_{ab}]}^n$, obtain the sequences
   $$u_{bc} = u_{bc}(y_2, u_{ab}) \in T_{[U_{bc}]}^n$$
   and
   $$u_{bd} = u_{bd}(y_2, u_{ab}) \in T_{[U_{bd}]}^n$$
   Otherwise, let $u_{bc}$ and $u_{bd}$ be constant sequences in $T_{[U_{bc}]}^n$ and $T_{[U_{bd}]}^n$, respectively.
5. Output the indices of $u_{bc}$ in $T_{[U_{bc}]}^n$ and $u_{bd}$ in $T_{[U_{bd}]}^n$ as codewords and send on the channels $bc$ and $bd$, respectively.
6. If $(u_{ac}, u_{bc}) \in T_{[U_{ac}, U_{bc}]}^n$, obtain the sequence
   $$u_{cd} = u_{cd}(u_{ab}, u_{bc}) \in T_{[U_{cd}]}^n$$
   Otherwise, let $u_{cd}$ be a constant sequence in $T_{[U_{cd}]}^n$. 

7. Output the index of $u_{cd}$ in $T^n_{[U_{cd}]}$ as the codeword and send on the channel $cd$.

8. At the node $c$, upon receiving the indices of $u_{ac} \in T^n_{[U_{ac}]}$ and $u_{bc} \in T^n_{[U_{bc}]}$, $u_{ac}$ and $u_{bc}$ can be recovered. Then obtain

$$\hat{y}_1^{(c)} = y_1^{(c)}(u_{ac}, u_{bc}).$$

(2.29)

If $\hat{y}_1^{(c)} = y_1$ and $y_1$ is unique among all the sequences generated in Step 1a) for $j = 1$, then the message $i_1$ can be decoded correctly.

9. At the node $d$, upon receiving the indices of $u_{bd} \in T^n_{[U_{bd}]}$ and $u_{cd} \in T^n_{[U_{cd}]}$, $u_{bd}$ and $u_{cd}$ can be recovered. For $j = 1, 2$, obtain

$$\hat{y}_j^{(d)} = y_j^{(d)}(u_{bd}, u_{cd}).$$

If $\hat{y}_j^{(d)} = y_j$ and $y_j$ is unique among all the sequences generated in Step 1a), then the message $i_j$ can be decoded correctly.

If either $i_1$ is decoded incorrectly at the node $c$ or $(i_1, i_2)$ is decoded incorrectly at the node $d$, we say that a decoding error occurs. Note that for each channel $e \in E$, the total number of codewords is upper bounded by

$$|T^n_{[U_e]}| < 2^n H(U_e) + \eta$$

(cf. (2.5)), so that the rate on the channel $e$ is at most

$$H(U_e) + \eta < R_e + \eta.$$

We now analyze the probability of decoding error of this random code. Analogous to the proof of Theorem 2.11 in the last section, we have

$$\Pr\{\text{decoding error}\}$$

$$\leq \Pr\{(y_1, y_2) \notin T^n_{[Y_1, Y_2]}\} + \Pr\{\text{decoding error}|(y_1, y_2) \in T^n_{[Y_1]}\}. $$
Since the pair of sequence \((y_1, y_2)\) is generated according to
\[ p^n(y_1)p^n(y_2) = p^n(y_1, y_2), \]
by the strong JAEP,
\[ \Pr\{ (y_1, y_2) \not\in T^n_{[y_1y_2]\delta} \} \to 0 \]
as \(n \to \infty\), so it suffices to show that
\[ \Pr\{ \text{decoding error}\mid (y_1, y_2) \in T^n_{[y_1y_2]\delta} \} \to 0 \]
as \(n \to \infty\) with an appropriate choice of \(\delta\). Toward this end, we analyze
the random coding procedure when \((y_1, y_2) \in T^n_{[y_1y_2]\delta}\):

- By Theorem 2.8, we have \(y_j \in T^n_{[y_j]\delta}\), \(j = 1, 2\).
- In Step 2, since \(y_1 \in T^n_{[y_1]\delta}\), we have
  \[ u_{ab} = u_{ab}(y_1) \quad (2.30) \]
  (instead of a constant sequence in \(T^n_{[u_{ab}\delta]}\)) and
  \[ u_{ac} = u_{ac}(y_1). \quad (2.31) \]
- In Step 4, by (2.30), we have
  \[ (y_2, u_{ab}) = (y_2, u_{ab}(y_1)). \]
Since \((y_1, y_2) \in T^n_{[y_1y_2]\delta}\),
\[ (y_2, u_{ab}(y_1)) \in T^n_{[y_2u_{ab}\delta]} \]
by Theorem 2.9. Therefore,
\[ u_{bc} = u_{bc}(y_2, u_{ab}) \quad (2.32) \]
and
\[ u_{bd} = u_{bd}(y_2, u_{ab}). \quad (2.33) \]
• In Step 6, by applying (2.31), (2.32) and (2.30), we have
\[
(\mathbf{u}_{ac}, \mathbf{u}_{bc}) = (u_{ac}(y_1), u_{bc}(y_2, u_{ab})) \\
= (u_{ac}(y_1), u_{bc}(y_2, u_{ab}(y_1))).
\] (2.34)
Again, since \((y_1, y_2) \in T_{[Y_1,Y_2]}^n\),
\[
(\mathbf{u}_{ac}, \mathbf{u}_{bc}) \in T_{[U_{ac}U_{bc}]}^n
\]
by Theorem 2.9. Therefore,
\[
\mathbf{u}_{cd} = u_{cd}(\mathbf{u}_{ac}, \mathbf{u}_{bc}).
\]
• By (2.26), (2.22), (2.23), and (2.21), we can write
\[
Y_1 = y_1^{(c)}(U_{ac}, U_{bc}) \\
= y_1^{(c)}(u_{ac}(Y_1), u_{bc}(Y_2, U_{ab})) \\
= y_1^{(c)}(u_{ac}(Y_1), u_{bc}(Y_2, u_{ab}(y_1))).
\] (2.35)
On the other hand, from (2.29) and (2.34), we have
\[
\tilde{y}_1^{(c)} = y_1^{(c)}(\mathbf{u}_{ac}, \mathbf{u}_{bc}) \\
= y_1^{(c)}(u_{ac}(y_1), u_{bc}(y_2, u_{ab}(y_1))).
\] (2.36)
A comparison of (2.35) and (2.36) reveals that
\[
\tilde{y}_1^{(c)} = y_1.
\] (2.37)
Similarly, it can be shown that
\[
\tilde{y}_1^{(d)} = y_1.
\] (2.38)
and
\[
\tilde{y}_2^{(d)} = y_2.
\] (2.39)
In conclusion, whenever \((y_1, y_2) \in T_{[Y_1,Y_2]}^n\), (2.37) to (2.39) hold. By the strong AEP,
\[
\Pr\{(y_1, y_2) \in T_{[Y_1,Y_2]}^n\} \rightarrow 1
\]
as \(n \rightarrow \infty\). Therefore, if \((y_1, y_2) \in T_{[Y_1,Y_2]}^n\), a decoding error occurs if and only if either \(y_1\) or \(y_2\) is drawn more than once in Step 1a).
By means of an argument similar to the one in the proof of Theorem 2.11, it can be shown that
\[
\Pr\{\text{decoding error} \mid (y_1, y_2) \in T_{Y_1 Y_2}^n[|δ] \} \to 0
\]
as \(n \to \infty\) with an appropriate choice of \(δ\). The details are omitted here.

### 2.2.4 General acyclic networks

In this section, we present an inner bound \(\mathcal{R}_{\text{in}}\) on the information rate region for a general acyclic network. The reader should have no problem understanding the meaning of \(\mathcal{R}_{\text{in}}\) after studying the special cases in the previous two sections. In the sequel, we will use the abbreviations \(Y_S, U_{\text{In}(i)}\), respectively for \(\{Y_s : s \in S\}\), \(\{U_e : e \in \text{In}(i)\}\), etc.

**Definition 2.13.** Let \(\mathcal{R}'\) be the set of all information rate tuples \(\omega\) such that there exist auxiliary random variables \(Y_s, s \in S\) and \(U_e, e \in E\) which satisfy the following conditions:

\[
\begin{align*}
H(Y_S) &= \sum_{s \in S} H(Y_s) \quad (2.40) \\
H(Y_s) &> \omega_s, \quad s \in S \quad (2.41) \\
H(U_{\text{Out}(s)} | Y_s) &= 0, \quad s \in S \quad (2.42) \\
H(U_{\text{Out}(i)} | U_{\text{In}(i)}) &= 0, \quad i \in V \setminus S \quad (2.43) \\
H(U_e) &< R_e, \quad e \in E \quad (2.44) \\
H(Y_{\beta(i)} | U_{\text{In}(i)}) &= 0, \quad i \in T. \quad (2.45)
\end{align*}
\]

**Theorem 2.14.** \(\mathcal{R}' \subset \mathcal{R}\).

The proof of Theorem 2.14 involves a set of techniques originally developed in [20] and [16]. The proof of Theorem 2.12 in the last section, though a special case of Theorem 2.16 here, contains all the essential ingredients necessary for proving Theorem 2.14.

**Definition 2.15.** Let \(\mathcal{R}_{\text{in}} = \overline{\text{con}}(\mathcal{R}')\), the convex closure of \(\mathcal{R}'\).
Theorem 2.16. \( R_{in} \subseteq R \).

Theorem 2.16 can readily be obtained from Theorem 2.14 as a corollary by invoking the remark following Definition 2.3. Specifically, by taking the convex closure on both sides in

\[
\mathcal{R}' \subseteq \mathcal{R},
\]

we have

\[
\text{conv}(\mathcal{R}') \subseteq \text{conv}(\mathcal{R}) = \mathcal{R}.
\]

For a complete proof of Theorem 2.16, we refer the reader to [16] and [19], Ch. 15\(^2\). The inner bound proved in [16] is for zero-error variable-length network codes.

2.2.5 \( R_{in} \) recasted

In this section, \( R_{in} \) will be recast in the framework of information inequalities developed in [18]. As we shall see, this alternative characterization of \( R_{in} \), developed in [20] and [16], enables the region to be described on the same footing for different multi-source network coding problems.

Let \( N \) be a collection of discrete random variables whose joint distribution is unspecified, and let

\[
Q_N = 2^N \setminus \{\emptyset\},
\]

the set of all nonempty subsets of random variables in \( N \). Then

\[
|Q_N| = 2^{|N|} - 1.
\]

Let \( H_N \) be the \( |Q_N| \)-dimensional Euclidean space with the coordinates labeled by \( h_A, A \in Q_N \). We will refer to \( H_N \) as the entropy space for the set of random variables \( N \). A vector

\[
h = (h_A : A \in Q_N) \in H_N
\]

\(^2\)The proof given in Section 2.2.3 is a simplified version of the proofs in [19] and [16].
2.2. Inner bound \( \mathcal{R}_{in} \)

is said to be an *entropy function* if there exists a joint distribution for \((Z : Z \in \mathcal{N})\) such that

\[
h_A = H(Z : Z \in A)
\]

for all \(A \in \mathcal{Q}_\mathcal{N}\). We then define the region

\[
\Gamma_\mathcal{N}^* = \{ h \in \mathcal{H}_\mathcal{N} : h \text{ is an entropy function} \}.
\]

To simplify notation in the sequel, for any nonempty \(A, A' \in \mathcal{Q}_\mathcal{N}\), we define

\[
h_{A|A'} = h_{AA'} - h_{A'}, \tag{2.47}
\]

where we use juxtaposition to denote the union of two sets. In using the above notation, we do not distinguish elements and singletons of \(\mathcal{N}\); i.e., for a random variable \(Z \in \mathcal{N}\), \(h_Z\) is the same as \(h_{\{Z\}}\). Note that (2.47) corresponds to the information-theoretic identity

\[
H(A|A') = H(AA') - H(A').
\]

To describe \(\mathcal{R}_{in}\) in terms of the above framework, we let

\[
\mathcal{N} = \{ Y_s : s \in S; U_e : e \in E \}.
\]

Observe that the constraints (2.40) to (2.45) in the definition of \(\mathcal{R}'\) correspond to the following constraints in \(\mathcal{H}_\mathcal{N}\), respectively:

\[
h_{Y_S} = \sum_{s \in S} h_{Y_s} \tag{2.48}
\]

\[
h_{Y_s} > \omega_s, \quad s \in S \tag{2.49}
\]

\[
h_{U_{Out(s)}|Y_s} = 0, \quad s \in S \tag{2.50}
\]

\[
h_{U_{Out(i)}|U_{In(i)}} = 0, \quad i \in V \setminus S \tag{2.51}
\]

\[
h_{U_e} < R_e, \quad e \in E \tag{2.52}
\]

\[
h_{Y_{\beta(i)}|U_{In(i)}} = 0, \quad i \in T. \tag{2.53}
\]

Then we have the following alternative definition of \(\mathcal{R}'\).

**Definition 2.17.** Let \(\mathcal{R}'\) be the set of all information rate tuples \(\mathbf{\omega}\) such that there exists \(h \in \Gamma_\mathcal{N}^*\) which satisfies (2.48) to (2.53).
Although the original definition of $\mathcal{R}'$ as given in Definition 2.13 is more intuitive, the region so defined appears to be totally different from one problem to another problem. On the other hand, the alternative definition of $\mathcal{R}'$ above enables the region to be described on the same footing for all cases. Moreover, if $\tilde{\Gamma}_N$ is an explicit inner bound on $\Gamma_N^*$, upon replacing $\Gamma_N^*$ by $\tilde{\Gamma}_N$ in the above definition of $\mathcal{R}'$, we immediately obtain an explicit inner bound on $\mathcal{R}_{in}$ for all cases. We shall see further advantage of this alternative definition when we discuss an explicit outer bound on $\mathcal{R}$ in the next section.

### 2.3 Outer bound $\mathcal{R}_{out}$

In this section, we prove an outer bound $\mathcal{R}_{out}$ on $\mathcal{R}$. This outer bound is in terms of $\Gamma_N^*$, the closure of $\Gamma_N^*$.

**Definition 2.18.** Let $\mathcal{R}_{out}$ be the set of all information rate tuples $\omega$ such that there exists $h \in \Gamma_N^*$ which satisfies the following constraints:

\[
h_{Y_S} = \sum_{s \in S} h_{Y_s} \quad (2.54)
\]

\[
h_{Y_s} \geq \omega_s, \quad s \in S \quad (2.55)
\]

\[
h_{U_{Out(s)|Y_s}} = 0, \quad s \in S \quad (2.56)
\]

\[
h_{U_{Out(i)||U_{In(i)}}} = 0, \quad i \in V \setminus S \quad (2.57)
\]

\[
h_{U_e} \leq R_e, \quad e \in E \quad (2.58)
\]

\[
h_{Y_{\beta(i)||U_{In(i)}}} = 0, \quad i \in T. \quad (2.59)
\]

The definition of $\mathcal{R}_{out}$ is the same as the alternative definition of $\mathcal{R}'$ (Definition 2.17) except that

1. $\Gamma_N^*$ is replaced by $\Gamma_N^*$.
2. The inequalities in (2.49) and (2.52) are strict, while the inequalities in (2.55) and (2.58) are nonstrict.

From the definitions of $\mathcal{R}'$ and $\mathcal{R}_{out}$, it is clear that

\[
\mathcal{R}' \subset \mathcal{R}_{out}. \quad (2.60)
\]
It is also easy to verify that the convexity of $\Gamma_N^*$ \cite[(19), Theorem 14.5]{19} implies the convexity of $\mathcal{R}_{\text{out}}$. Then upon taking convex closure in (2.60), we see that

$$\mathcal{R}_{\text{in}} = \overline{\text{conv}}(\mathcal{R}') \subset \overline{\text{conv}}(\mathcal{R}_{\text{out}}) = \mathcal{R}_{\text{out}},$$

where the last equality follows because $\mathcal{R}_{\text{out}}$ is close and convex. However, it is not apparent that the two regions $\mathcal{R}_{\text{in}}$ and $\mathcal{R}_{\text{out}}$ coincide in general. This will be further discussed in the next section. We first prove that $\mathcal{R}_{\text{out}}$ is indeed an outer bound on $\mathcal{R}$.

Theorem 2.19. $\mathcal{R} \subset \mathcal{R}_{\text{out}}$.

Proof. Let $\omega$ be an achievable information rate tuple and $n$ be a sufficiently large integer. Then for any $\epsilon > 0$, there exists an

$$(n, (\eta_e : e \in E), (\tau_s : s \in S))$$

code on the network such that

$$n^{-1} \log \eta_e \leq R_e + \epsilon$$

for all $e \in E$,\hspace{1cm} (2.61)

$$\tau_s \geq \omega_s - \epsilon$$

for all $s \in S$, and\hspace{1cm} (2.62)

$$\Delta_i \leq \epsilon$$

for all $i \in T$.

We consider such a code for a fixed $\epsilon$ and a sufficiently large $n$. Since the information sources $X_s, s \in S$ are mutually independent, we have

$$H(X_S) = \sum_{s \in S} H(X_s).$$

For all $s \in S$, from (2.62),

$$H(X_s) = \log |X_s| = \log [2^{n\tau_s}] \geq n\tau_s \geq n(\omega_s - \epsilon).$$

(2.65)
For $e \in E$, let $U_e$ be the codeword sent on the channel $e$. For all $s \in S$ and $e \in \text{Out}(s)$, since $U_e$ is a function of the information source $X_s$,

$$H(U_{\text{Out}(s)}|X_s) = 0. \quad (2.66)$$

Similarly, for all $i \in V \setminus S$,

$$H(U_{\text{Out}(i)}|U_{\text{In}(i)}) = 0. \quad (2.67)$$

From (2.1), (2.2), and (2.61), for all $e \in E$,

$$H(U_e) \leq \log |U_e| = \log (\eta_e + 1) \leq n(R_e + 2\epsilon). \quad (2.68)$$

For $i \in T$, by Fano’s inequality (cf. [19], Corollary 2.48), we have

$$H(X_{\beta(i)}|U_{\text{In}(i)}) \leq 1 + \Delta_i \log \left( \prod_{s \in \beta(i)} |X_s| \right) = 1 + \Delta_i H(X_{\beta(i)}) \quad (2.69)$$

$$\leq 1 + \epsilon H(X_{\beta(i)}), \quad (2.70)$$

where (2.69) follows because $X_s$ distributes uniformly on $X_s$ and $X_s$, $s \in S$ are mutually independent, and (2.70) follows from (2.63). Then

$$H(X_{\beta(i)}) = I(X_{\beta(i)}; U_{\text{In}(i)}) + H(X_{\beta(i)}|U_{\text{In}(i)})
\leq I(X_{\beta(i)}; U_{\text{In}(i)}) + 1 + \epsilon H(X_{\beta(i)})
\leq H(U_{\text{In}(i)}) + 1 + \epsilon H(X_{\beta(i)})
\leq \left( \sum_{e \in \text{In}(i)} \log \eta_e \right) + 1 + \epsilon H(X_{\beta(i)})
\leq \left( \sum_{e \in \text{In}(i)} n(R_e + \epsilon) \right) + 1 + \epsilon H(X_{\beta(i)}), \quad (2.71)$$

where

a) follows from (2.70);

b) follows from $H(Z) \leq \log |Z|$, cf. [19], Theorem 2.43;

c) follows from (2.61).
Rearranging the terms in (2.71), we obtain

\[
H(X_{\beta(i)}) \leq \frac{n}{1-\epsilon} \left( \sum_{e \in \text{In}(i)} (R_e + \epsilon) + \frac{1}{n} \right)
\]

\[
< 2n \sum_{e \in \text{In}(i)} (R_e + \epsilon)
\]

(2.72)

for sufficiently small \( \epsilon \) and sufficiently large \( n \). Substituting (2.72) into (2.70), we have

\[
H(X_{\beta(i)}|U_{\text{In}(i)}) < n \left( \frac{1}{n} + 2\epsilon \sum_{e \in \text{In}(i)} (R_e + \epsilon) \right)
\]

\[
= n\phi_i(n,\epsilon),
\]

(2.73)

where

\[
\phi_i(n,\epsilon) = \left( \frac{1}{n} + 2\epsilon \sum_{e \in \text{In}(i)} (R_e + \epsilon) \right) \to 0
\]

as \( n \to \infty \) and then \( \epsilon \to 0 \). Thus for this code, from (2.64), (2.65), (2.67), (2.68), and (2.73), we have

\[
H(X_S) = \sum_{s \in S} H(X_s)
\]

(2.74)

\[
H(X_s) \geq n(\omega_s - \epsilon), \quad s \in S
\]

(2.75)

\[
H(U_{\text{Out}(s)}|X_s) = 0, \quad s \in S
\]

(2.76)

\[
H(U_{\text{Out}(i)}|U_{\text{In}(i)}) = 0, \quad i \in V \setminus S
\]

(2.77)

\[
H(U_e) \leq n(R_e + 2\epsilon), \quad e \in E
\]

(2.78)

\[
H(X_{\beta(i)}|U_{\text{In}(i)}) \leq n\phi_i(n,\epsilon), \quad i \in T.
\]

(2.79)

We note the one-to-one correspondence between (2.74) to (2.79) and (2.54) to (2.59). By letting \( Y_s = X_s \) for all \( s \in S \), we see that there exists \( h \in \Gamma_N^* \) such that

\[
h_{Y_S} = \sum_{s \in S} h_{Y_s}
\]

(2.80)

\[
h_{Y_s} \geq n(\omega_s - \epsilon), \quad s \in S
\]

(2.81)
By Theorem 14.5 in [19], \( \Gamma^*_N \) is a convex cone. Therefore, if \( h \in \Gamma^*_N \), then \( n^{-1}h \in \Gamma^*_N \). Dividing (2.80) through (2.85) by \( n \) and replacing \( n^{-1}h \) by \( h \), we see that there exists \( h \in \Gamma^*_N \) such that

\[
\begin{align*}
    h_{U_{\text{out}}(s)}|y_s &= 0, \quad s \in S \\
    h_{U_{\text{out}}(i)}|v_{\text{in}}(i) &= 0, \quad i \in V \setminus S \\
    h_{U_e} &\leq n(R_e + 2\epsilon), \quad e \in E \\
    h_{Y_{\beta(i)}|v_{\text{in}}(i)} &\leq n\phi_i(n, \epsilon), \quad i \in T.
\end{align*}
\]

We then let \( n \to \infty \) and then \( \epsilon \to 0 \) to conclude that there exists \( h \in \Gamma^*_N \) which satisfies (2.54) to (2.59). Hence, \( R \subset R_{\text{out}} \), and the theorem is proved.

\[ \square \]

### 2.4 \( R_{LP} \) – An explicit outer bound

In Section 2.2.5, we stated the inner bound \( R_{\text{in}} \) on \( R \) in terms of \( \Gamma^*_N \), and in Section 2.3, we proved the outer bound \( R_{\text{out}} \) on \( R \) in terms of \( \Gamma^*_N \). So far, there exists no full characterization of either \( \Gamma^*_N \) or \( \Gamma^*_N \). Therefore, these bounds cannot be evaluated explicitly. In this section, we give a geometrical interpretation of these bounds which leads to an explicit outer bound on \( R \) called the LP bound (LP for linear programming).

Let \( A \) be a subset of \( Q_N \). For a vector \( h \in H_N \), let

\[ h_A = (h_Z : Z \in A) \]

For a subset \( B \) of \( H_N \), let

\[ \text{proj}_A(B) = \{ h_A : h \in B \} \]
be the projection of the set $\mathcal{B}$ on the coordinates $h_Z, Z \in A$. For a subset $\mathcal{B}$ of $\mathcal{H}_N$, define

$$\Lambda(\mathcal{B}) = \{ h \in \mathcal{H}_N : 0 \leq h < h' \text{ for some } h' \in \mathcal{B} \}$$

and

$$\tilde{\Lambda}(\mathcal{B}) = \{ h \in \mathcal{H}_N : 0 \leq h \leq h' \text{ for some } h' \in \mathcal{B} \}.$$ 

A vector $h \geq 0$ is in $\Lambda(\mathcal{B})$ if and only if it is strictly inferior to some vector $h'$ in $\mathcal{B}$, and is in $\tilde{\Lambda}(\mathcal{B})$ if and only if it is inferior to some vector $h'$ in $\mathcal{B}$.

Define the following subsets of $\mathcal{H}_N$:

$$C_1 = \left\{ h \in \mathcal{H}_N : h_{YS} = \sum_{s \in S} h_{ys} \right\}$$

$$C_2 = \left\{ h \in \mathcal{H}_N : h_{\text{Out}(i)}|y_s = 0 \text{ for all } s \in S \right\}$$

$$C_3 = \left\{ h \in \mathcal{H}_N : h_{\text{Out}(i)}|u_{\text{In}(i)} = 0 \text{ for all } i \in V \setminus S \right\}$$

$$C_4 = \left\{ h \in \mathcal{H}_N : h_{e} < R_e \text{ for all } e \in E \right\}$$

$$C_5 = \left\{ h \in \mathcal{H}_N : h_{\beta(i)}|u_{\text{In}(i)} = 0 \text{ for all } i \in T \right\}.$$ 

These sets contain points in $\mathcal{H}_N$ that satisfy the constraints in (2.48) and (2.50) to (2.53), respectively. The set $C_1$ is a hyperplane in $\mathcal{H}_N$. Each of the sets $C_2$, $C_3$, and $C_5$ is the intersection of a collection of hyperplanes in $\mathcal{H}_N$. The set $C_4$ is the intersection of a collection of open half-spaces in $\mathcal{H}_N$. Then from the alternative definition of $\mathcal{R}'$ (Definition 2.17), we see that

$$\mathcal{R}' = \Lambda(\text{proj}_{YS}(\Gamma_A^* \cap C_1 \cap C_2 \cap C_3 \cap C_4 \cap C_5)).$$

and

$$\mathcal{R}_{\text{in}} = \text{conv}(\Lambda(\text{proj}_{YS}(\Gamma_A^* \cap C_1 \cap C_2 \cap C_3 \cap C_4 \cap C_5))).$$

Similarly, we see that

$$\mathcal{R}_{\text{out}} = \tilde{\Lambda}(\text{proj}_{YS}(\Gamma_A^* \cap C_1 \cap C_2 \cap C_3 \cap C_4 \cap C_5))).$$  

(2.86)
It can be shown that if $\Gamma^*_N \cap (C_1 \cap C_2 \cap C_3 \cap C_5)$ is dense in $\Gamma^*_N \cap (C_1 \cap C_2 \cap C_3 \cap C_5)$, i.e.,

$$\Gamma^*_N \cap (C_1 \cap C_2 \cap C_3 \cap C_5) = \Gamma^*_N \cap (C_1 \cap C_2 \cap C_3 \cap C_5),$$

then

$$R_{out} = \overline{R'} \subset \text{con}(R') = R_{in},$$

which implies

$$R_{in} = R_{out}.$$  

Note that $(C_1 \cap C_2 \cap C_3 \cap C_5)$ is a closed subset of $H_N$. However, while

$$\Gamma^*_N \cap C \subset \Gamma^*_N \cap C$$

for any closed subset $C$ of $H_N$, it is not in general true that

$$\Gamma^*_N \cap C = \Gamma^*_N \cap C.$$

As a counterexample, it has been shown in [22] (also see [19], Theorem 14.2) that $\Gamma^*_N \cap \tilde{C}$ is a proper subset of $\Gamma^*_N \cap \tilde{C}$, where $\Gamma^*_N$ denotes $\Gamma^*_N$ for

$$\mathcal{N} = \{X_1, X_2, \cdots, X_n\}$$

and

$$\tilde{C} = \{h \in \Gamma^*_3: h_{X_j} + h_{X_k} = h_{\{X_j, X_k\}}, 1 \leq j < k \leq 3\}.$$

To facilitate our discussion, we further define

$$i_{A; A'} = h_A - h_{A|A'}$$  \hspace{1cm} (2.87)

and

$$i_{A; A'|A''} = h_{A|A''} - h_{A|A', A''}$$  \hspace{1cm} (2.88)

for $A, A', A'' \in \mathcal{Q}_N$. Note that (2.87) and (2.88) correspond to the information-theoretic identities

$$I(A; A') = H(A) - H(A|A').$$
and

\[ I(A; A'|A'') = H(A|A'') - H(A'|A'') \]

respectively. Let \( \Gamma_N \) be the set of \( h \in \mathcal{H}_N \) such that \( h \) satisfies all the basic inequalities involving some or all of the random variables in \( \mathcal{N} \), i.e., for all \( A, A', A'' \in \mathcal{Q}_N \),

\[
\begin{align*}
h_A &\geq 0 \\
h_{A|A'} &\geq 0 \\
i_{A,A'} &\geq 0 \\
i_{A,A'|A''} &\geq 0.
\end{align*}
\]

These inequalities are equivalent to the nonnegativity of all Shannon’s information measures (entropy, conditional entropy, mutual information, and conditional mutual information). The significance of the region \( \Gamma_N \) is that it fully characterizes all the Shannon-type information inequalities involving the random variables in \( \mathcal{N} \), namely those inequalities implied by the above set of basic inequalities. Since the basic inequalities are satisfied by all joint distributions (i.e., \( h \in \Gamma_N \) implies \( h \in \Gamma_N \)) and that \( \Gamma_N \) is closed, we have \( \Gamma_N^* \subset \Gamma_N \). Then upon replacing \( \Gamma_N^* \) by \( \Gamma_N \) in the definition of \( R_{out} \), we immediately obtain an outer bound on \( R_{out} \). This is called the LP bound, denoted by \( R_{LP} \).

In other words, \( R_{LP} \) is obtained by replacing \( \Gamma_N^* \) by \( \Gamma_N \) on the right hand side of (2.86), i.e.,

\[ R_{LP} = \bar{A}(\text{proj}_{\mathcal{S}}(\Gamma_N \cap C_1 \cap C_2 \cap C_3 \cap C_4 \cap C_5)) \]

Since all the constraints defining \( R_{LP} \) are linear, \( R_{LP} \) can in principle be evaluated explicitly, although the computation involved can be nontrivial.

However, it has been shown in [23] by means of the discovery of what is known as a non-Shannon-type information inequality that \( \Gamma_n^* \neq \Gamma_n \) for \( n \geq 4 \), so there is a potential gap between \( R_{out} \) and \( R_{LP} \). In short, a non-Shannon-type information inequality is an outer bound on \( \Gamma_N^* \) which is not implied by the basic inequalities. Specifically, it is proved
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in [23] that for any 4 random variables $X_1, X_2, X_3,$ and $X_4,$

$$2I(X_3; X_4) \leq I(X_1; X_2) + I(X_1; X_3, X_4)$$
$$+ 3I(X_3; X_4|X_1) + I(X_3; X_4|X_2).$$

(2.89)

We refer the reader to [19], Ch. 14, for a detailed discussion.

Now return to the question of whether there is indeed a gap between $R_{out}$ and $R_{LP}$. This important question has recently been answered in [3], where it is shown by means of the non-Shannon-type inequality (2.89) that $R_{LP}$ is not tight for a particular multi-source network coding problem constructed from matroid theory. This result implies that $R_{out}$ is generally tighter than $R_{LP}$.

Nonetheless, it has been proved in [19], Ch. 15, and [20] that $R_{LP}$ is tight for all special cases of multi-source network coding for which the achievable information rate region is known. These include single-source network coding discussed in Part I as well as the models described in [17][8][14][21][20]. Since $R_{LP}$ encompasses all Shannon-type information inequalities and the converse proofs of the achievable information rate region for all these special cases do not involve non-Shannon-type inequalities, the tightness of $R_{LP}$ for all these cases is not surprising.
In Part I, we have shown that for single-source network coding, linear codes are sufficient for achieving asymptotic optimality. It is not clear whether this continues to hold for multi-source network coding. In this section, we present a framework for discussion and explore a potential gap between the asymptotic performance of linear codes and nonlinear codes.

3.1 Linear network codes for multiple sources

We first generalize the global description of a linear network code in Definition 2.5 of Part I for multiple sources. As in Part I, to facilitate our discussion of linear codes, we assume that each channel has unit capacity. Let $F$ be a finite field,

$$\omega = (\omega_s : s \in S)$$

be a tuple of positive integers, and

$$\Omega = \sum_{s \in S} \omega_s.$$
Consider the space $F^\Omega$. The information source generated at a source node $s$ is regarded as an $\omega_s$-dimensional subspace of $F^\Omega$, denoted by $W_s$, and it is assumed that the subspaces for different information sources are linearly independent, i.e.,

$$W_s \cap W_{s'} = 0 \quad \text{for} \quad s \neq s', \tag{3.1}$$

where 0 denotes the zero vector.

As in Part I, the information source generated at a source node $s$ is modelled by $\omega_s$ imaginary channels terminating at the node $s$. We adopt the convention that these channels are labeled by $s(1), s(2), \ldots, s(\omega_s)$.

**Definition 3.1. (Global Description of a Linear Network Code)** Let $F$ be a finite field, and $\omega = (\omega_s : s \in S)$ be a tuple of positive integers. For $s \in S$, let $W_s$ be an $\omega_s$-dimensional subspace of $F^\Omega$ such that $W_s \cap W_{s'} = 0$ for $s \neq s'$. An $\omega$-dimensional $F$-valued linear network code on an acyclic network with respect to $\{W_s\}$ consists of a scalar $k_{d,e}$ for every adjacent pair $(d,e)$ in the network as well as an $\Omega$-dimensional column vector $f_e$ for every channel $e$ such that:

\begin{align*}
(7.2) \quad & f_e = \sum_{d \in \text{In}(i)} k_{d,e} f_d, \quad \text{where} \quad e \in \text{Out}(i). \\
(7.3) \quad & \text{For} \quad s \in S, \quad \text{the vectors} \quad f_{s(1)}, f_{s(2)}, \ldots, f_{s(\omega_s)} \quad \text{for the} \quad \omega_s \quad \text{imaginary channels terminating at the node source node} \quad s \quad \text{constitute a basis for the subspace} \quad W_s.
\end{align*}

The scalar $k_{d,e}$ is called the *local encoding kernel* for the adjacent pair $(d,e)$, while the vector $f_e$ is called the *global encoding kernel* for the channel $e$.

We note that in the above definition, for given $\omega_s, s \in S$, the specific choice of the set of subspaces $\{W_s\}$ is not important. While it is convenient to choose $W_s$ for $s \in S$ and $f_e$ for all imaginary channels $e$ such that the latter form the natural basis for $F^\Omega$, in order to keep the definition general and to facilitate subsequent discussion, we do not impose this requirement. In fact, a linear network code as defined in Definition 3.1 that does not satisfy this requirement can readily be converted into one by means of a linear transformation.
Introduce the notations
\[ f_s = [f_s(1), f_s(2), \ldots, f_s(\omega_s)] \]
(3.4)
for \( s \in S \) and
\[ f_{E'} = [f_e]_{e \in E'} \]
(3.5)
for \( E' \subset E \). In (3.5), the matrix elements \( f_e \) are put in juxtaposition. This convention will be adopted throughout this section.

**Definition 3.2.** An information rate tuple
\[ \omega = (\omega_s : s \in S) \]
is *linearly achievable* if for some base field \( F \), there exists an \( \omega' \)-dimensional linear code on the network, where \( \omega' \geq \omega \) (component-wise), satisfying: For all \( i \in T \), for all \( s \in \beta(i) \), there exists an \( |\text{In}(i)| \times \omega'_s \) matrix \( G_i(s) \) such that
\[ f_s = f_{\text{In}(i)} \cdot G_i(s). \]
(3.6)
The matrix \( G_i(s) \) is called the *decoding kernel* at the node \( i \) for the information source generated at the source node \( s \).

### 3.2 Entropy and the rank function

In this section, we establish a fundamental relation (Theorem 3.4) between entropy and the *rank function* of matrices. This relation is instrumental for the discussion in the next section, where we explore the asymptotic limitation of linear network codes for multiple sources.

**Theorem 3.3.** Let \( F \) be a finite field, \( Y \) be an \( \Omega \)-dimensional random row vector that distributes uniformly on \( F^\Omega \), and \( A \) be an \( F \)-valued \( \Omega \times l \) matrix. Let \( Z = g(Y) \), where \( g(Y) = Y \cdot A \). Then
\[ H(Z) = \text{rank}(A) \log |F|. \]

**Proof.** Let \( y \in F^\Omega \) and \( z \in F^l \) be row vectors. Consider the system of simultaneous equations
\[ y \cdot A = z \]
with \( y \) being unknown and \( z \) fixed, and let \( S_z \) denote the solution set for a particular \( z \). It is readily seen that \( S_0 \), where \( 0 \) denotes the zero vector, is a linear subspace of \( F^\Omega \).

For a particular \( z \), \( S_z \) may or may not be empty. For distinct \( z_1, z_2 \in \text{range}(g) \), i.e., both \( S_{z_1} \) and \( S_{z_2} \) are nonempty, it is readily seen that

\[
S_{z_1} \cap S_{z_2} = \emptyset. \quad (3.7)
\]

Now regard the vectors in \( F^\Omega \) together with vector addition as a group, and hence \( S_0 \) is a subgroup of \( F^\Omega \). For a fixed \( z \) such that \( S_z \) is nonempty, consider any \( \tilde{y} \in S_z \). Then it is easy to verify that

\[
S_z = \{ \tilde{y} + y : y \in S_0 \}.
\]

Thus \( S_z \) is a coset of \( S_0 \) with respect to \( \tilde{y} \), and by the Lagrange theorem (see for example [7]), \( |S_z| = |S_0| \). It follows that \( |S_z| \) is equal to a constant for all \( z \in \text{range}(g) \).

Finally, for all \( z \in \text{range}(g) \),

\[
\Pr\{Z = z\} = \Pr\{Y \in S_z\} = \frac{|S_z|}{|F|^\Omega} = \frac{|S_0|}{|F|^\Omega},
\]

which does not depend on \( z \). Thus \( Z \) has a uniform distribution on \( \text{range}(g) \). Since \( \text{range}(g) \) is a subspace of \( F^l \) with dimension \( \text{rank}(A) \), it follows that

\[
H(Z) = \log |F|^\text{rank}(A) = \text{rank}(A) \log |F|.
\]

The theorem is proved. \( \square \)

Before we proceed further, we first define a region in the entropy space \( H_N \) which is closely related to the region \( \Gamma_N^* \), where we recall from Section 2.2.5 that

\[
N = \{ Y_s : s \in S; U_e : e \in E \}.
\]

Let \( \Omega \) be any integer such that \( \Omega \geq 1 \). For each \( e \in E \), associate with the random variable \( U_e \) an unspecified \( \Omega \)-dimensional column vector
denoted by $v_{U_s}$, and for each $s \in S$, associate with the random variable $Y_s$ an unspecified $\Omega \times \omega_s$ matrix denoted by $v_{Y_s}$ (here $v_{Y_s}$ is regarded as a collection of $\omega_s$ $\Omega$-dimensional column vectors). The use of these unspecified vectors/matrices will become clear shortly. For $A \in \mathcal{Q}_N$, let

$$v_A = [v_Z]_{Z \in A}.$$ 

A vector

$$h = (h_A : A \in \mathcal{Q}_N)$$

as defined in (2.46) is a \textit{rank function} for a finite base field $F$ if there exists a collection of column vectors $\{v_Z : Z \in \mathcal{N}\}$ in $F$ such that

$$h_A = \text{rank}(v_A) \quad (3.8)$$

for all $A \in \mathcal{Q}_N$. We then define the region

$$\Psi^*_N = \{h \in \mathcal{H}_N : h \text{ is a rank function for some base field } F \text{ and some } \Omega \geq 1\}.$$ 

The possible gap between the asymptotic performance between linear and nonlinear codes, as we shall see, hinges on a gap between the region $\Psi^*_N$ and $\Gamma^*_N$ characterized by an inequality on the rank function known as the Ingleton inequality [9]. We first establish the following fundamental theorem.

\textbf{Theorem 3.4.} $\text{con}(\Psi^*_N) \subset \Gamma^*_N$, where $\text{con}(\Psi^*_N)$ denotes the convex hull of $\Psi^*_N$.

\textit{Proof.} Consider $h \in \Psi^*_N$. Then for some finite base field $F$ and some $\Omega \geq 1$, there exists a collection of vectors $\{v_Z : Z \in \mathcal{N}\}$ such that (3.8) is satisfied. Let

$$Y = \begin{bmatrix} Y_1 & Y_2 & \cdots & Y_\Omega \end{bmatrix}$$

be an $\Omega$-dimensional row vector, where $Y_i$, $1 \leq i \leq \Omega$ are i.i.d. random variables each distributing uniformly on $F$, so that $Y$ distributes uniformly on $F^\Omega$. Define the random variable

$$Z = Y \cdot v_Z$$
for every \( Z \in \mathcal{N} \), so that for every \( A \in \mathcal{Q}_\mathcal{N} \),
\[
[Z]_{Z \in A} = Y \cdot v_A.
\]
Then by Theorem 3.3,
\[
H(Z : Z \in A) = \text{rank}(v_A) \log |F|. \tag{3.9}
\]
From (3.8) and (3.9), we have
\[
h_A = \text{rank}(v_A) = (\log |F|)^{-1} H(Z : Z \in A),
\]
or
\[
(\log |F|)h_A = H(Z : Z \in A).
\]
This implies that \((\log |F|)h\) is an entropy function, or
\[
(\log |F|)h \in \Gamma_\mathcal{N}^*.
\]
Since \(\Gamma_\mathcal{N}^*\) is a convex cone,
\[
h \in \Gamma_\mathcal{N}^*.
\]
Therefore, we conclude that
\[
\Psi_\mathcal{N}^* \subset \Gamma_\mathcal{N}^*.
\]
The proof is then completed by taking the convex hull in the above. \(\square\)

### 3.3 Can nonlinear codes be better asymptotically?

Recall the notation
\[
f_{E'} = [f_e]_{e \in E'}
\]
for \(E' \subset E\) and introduce a similar notation
\[
f_{S'} = [f_s]_{s \in S'}
\]
for \(S' \subset S\). For a linear code as defined in Definition 3.1, we observe that the assumption (3.1) is equivalent to
\[
\text{rank}(f_S) = \sum_{s \in S} \text{rank}(f_s),
\]
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while the requirement (7.2) is equivalent to

\[ \text{rank}(f_{\text{In}(i) \cup \text{Out}(i)}) = \text{rank}(f_{\text{In}(i)}). \]

Furthermore, in Definition 3.2, the decoding requirement prescribed in (3.6) is equivalent to

\[ \text{rank}(f_{\beta(i) \cup \text{In}(i)}) = \text{rank}(f_{\text{In}(i)}). \]

Letting

\[ v_{Y_s} = f_s \]

for \( s \in S \) and

\[ v_{U_e} = f_e \]

for \( e \in E \), and following Definitions 3.1 and 3.2 and the foregoing, we see that an information rate tuple \( \omega \) is linearly achievable if and only if for some finite base field \( F \), there exists a collection of \( \Omega \)-dimensional column vectors \( \{v_Z : Z \in \mathcal{N}\} \), where \( \Omega = \sum_{s \in S} \omega_s \), which satisfies the following conditions:

\[
\begin{align*}
\text{rank}(v_{YS}) &= \sum_{s \in S} \text{rank}(v_Y) \quad (3.10) \\
\text{rank}(v_{YS}) &\geq \omega_s, \quad s \in S \quad (3.11) \\
\text{rank}(v_{U_{\text{Out}(s)} \cup Y_s}) &= \text{rank}(v_{YS}), \quad s \in S \quad (3.12) \\
\text{rank}(v_{U_{\text{In}(i)} \cup \text{Out}(i)}) &= \text{rank}(v_{U_{\text{In}(i)}}), \quad i \in V \setminus S \quad (3.13) \\
\text{rank}(v_{U_e}) &\leq 1, \quad e \in E \quad (3.14) \\
\text{rank}(v_{Y_{\beta(i)} \cup U_{\text{In}(i)}}) &= \text{rank}(v_{U_{\text{In}(i)}}), \quad i \in T. \quad (3.15)
\end{align*}
\]

In other words, there exists \( h \in \Psi_N \) which satisfy the following conditions:

\[
\begin{align*}
h_{YS} &= \sum_{s \in S} h_{Y_s} 
\quad (3.16) \\
h_{Y_s} &\geq \omega_s, \quad s \in S 
\quad (3.17) \\
h_{U_{\text{Out}(s)} | Y_s} &= 0, \quad s \in S 
\quad (3.18) \\
h_{U_{\text{Out}(i)} | U_{\text{In}(i)}} &= 0, \quad i \in V \setminus S 
\quad (3.19) \\
h_{U_e} &\leq 1, \quad e \in E 
\quad (3.20) \\
h_{Y_{\beta(i)} | U_{\text{In}(i)}} &= 0, \quad i \in T, 
\quad (3.21)
\end{align*}
\]
where (3.18), (3.19), and (3.21) follow because these equalities are equivalent to

\[ h_{U_{\text{Out}(s) \cup Y_s}} = h_{Y_s} \]
\[ h_{U_{\text{Out}(i) \cup \text{In}(i)}} = h_{U_{\text{In}(i)}} \]

and

\[ h_{Y_{\beta(i) \cup U_{\text{In}(i)}}} = h_{U_{\text{In}(i)}} \]

which correspond to (3.12), (3.13), and (3.15), respectively. If we allow time-sharing of linear codes, then we simply replace the region \( \Psi_N^* \) by the region \( \text{con}(\Psi_N^*) \). The discussion above is summarized by the following definition and theorem.

**Definition 3.5.** Let \( R_{\text{linear}} \) be the set of all information rate tuple \( \omega \) such that there exists \( h \in \text{con}(\Psi_N^*) \) satisfying (3.16) to (3.21).

**Theorem 3.6.** An information rate tuple is achievable by time-sharing of linear codes, possibly defined on base fields with different characteristics, if and only if \( \omega \in R_{\text{linear}} \).

By setting \( R_e = 1 \) in (2.58), (3.16) to (3.21) become exactly the same as (2.54) to (2.59). Invoking Theorem 3.4, we see that

\[ R_{\text{linear}} \subset R_{\text{out}}, \]

which is expected.

The regions \( R_{\text{in}} \) and \( R_{\text{out}} \) are in terms of \( \Gamma_N^* \) and \( \overline{\Gamma}_N^* \), respectively, while the region \( R_{\text{linear}} \) is in terms of \( \text{con}(\Psi_N^*) \). Let \( A \) and \( B \) be any collections of vectors. It is well known that the rank function satisfies the following properties:

P1. \( 0 \leq \text{rank}(A) \leq |A| \).

P2. \( \text{rank}(A) \leq \text{rank}(B) \) if \( A \subset B \).

P3. \( \text{rank}(A) + \text{rank}(B) \geq \text{rank}(A \cup B) + \text{rank}(A \cap B) \).
3.3. Can nonlinear codes be better asymptotically?

In addition, a rank function also satisfies the Ingleton inequality [9]: For any collections of vectors $A_i, i = 1, 2, 3, 4$,

$$
\text{rank}(A_{13}) + \text{rank}(A_{14}) + \text{rank}(A_{23}) + \text{rank}(A_{24}) + \text{rank}(A_{34}) \\
\geq \text{rank}(A_3) + \text{rank}(A_4) + \text{rank}(A_{12}) + \text{rank}(A_{134}) + \text{rank}(A_{234}),
$$

where $A_{13}$ denotes $A_1 \cup A_3$, etc.

It has been shown in [23] that there exists entropy functions involving 4 random variables which do not satisfy the corresponding Ingleton inequality for entropy functions. The gap between $\text{con}(\Psi^*_N)$ and $\Gamma^*_N$ so implied indicates that for certain multi-source network coding problems, $R_{Out}$ may be strictly larger than $R_{Linear}$, opening up the possibility that nonlinear codes can outperform linear codes asymptotically.

In fact, examples have been reported by various authors that nonlinear codes can outperform linear codes [12][13][4][11][5]. In particular, it is shown in [5] that there exist multi-source network coding problems for which nonlinear codes can outperform very general forms of linear codes, including mixtures of linear codes discussed here. This shows that there is indeed a gap between $R_{Linear}$ and $R_{Out}$. 
Appendix A

Global Linearity versus Nodal Linearity

In this appendix, we define \textit{global linearity} and \textit{local linearity} of a network code based on the first principle. We shall show that global linearity implies local linearity. This justifies the generality of the local and global descriptions of a linear network code on an acyclic network in Definitions 2.4 and 2.5 of Part I.

\textbf{Definition A.1. (Global Linearity)} A network code on an acyclic network is globally linear if the global encoding mappings $\tilde{f}_e, e \in E$ are all linear, i.e.,

$$\tilde{f}_e(a_1 x_1 + a_2 x_2) = a_1 \tilde{f}_e(x_1) + a_2 \tilde{f}_e(x_2),$$  \hspace{1cm} (A.1)

where $x_1$ and $x_2$ are row vectors in $F^\omega$ and $a_1, a_2 \in F$.

\textbf{Definition A.2. (Local Linearity)} A network code on an acyclic network is locally linear if the local encoding mappings $k_e, e \in E$ are all linear.
It can easily be seen by induction that local linearity implies global linearity, but the converse is not immediate. We shall prove that this is indeed the case.

We shall need a few preliminary results. We begin with the following lemma whose proof is elementary, but we nevertheless include it so that the reader can compare it with the proof of the next lemma.

**Lemma A.3.** Let $g : F^m \to F$, where $F^m$ denotes the linear space of $F$-valued $m$-dimensional row vectors. Then $g$ is linear if and only if there exists an $F$-valued $m$-dimensional column vector $a$ such that

$$ g(y) = y \cdot a $$

for all $y \in F^m$.

**Proof.** It is clear that if $g(y) = y \cdot a$ for all $y \in F^m$, then $g$ is linear. We only need to prove the converse. Let $u_k$ denote the row vector in $F^m$ such that the $k$th component is equal to 1 while all other components are equal to 0. Write

$$ y = \sum_k y_k u_k, $$

where $y_k$ is the $k$th component of $y$. Then

$$ g(y) = g\left(\sum_k y_k u_k\right) = \sum_k y_k g(u_k). $$

Upon letting $a$ be the column vector $[g(u_k)]$, we have

$$ g(y) = y \cdot a, $$

proving the lemma. \qed

This lemma has the following less trivial generalization.

**Lemma A.4.** Let $g : S \to F$, where $S$ denotes a subspace of row vectors in $F^m$. Then $g$ is linear if and only if there exists an $F$-valued
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$m$-dimensional column vector $k$ such that

$$g(y) = y \cdot k$$

for all $y \in S$.

Proof. Again, it is clear that if $g(y) = y \cdot k$ for all $y \in S$, then $g$ is linear. So we only prove the converse.

Denote the dimension of $S$ by $\kappa$. Let $\{u_1, \ldots, u_\kappa\}$ be a basis for $S$ and let $U$ be the $\kappa \times m$ matrix with the rows being $u_1, \ldots, u_\kappa$ in this order. Then $y \in S$ if and only if

$$y = w \cdot U$$

for some row vector $w \in F^\kappa$. Since $U$ is full rank by construction, it’s right inverse, denoted by $U^{-1}_r$ ($m \times \kappa$), exists, and we can write

$$w = y \cdot U^{-1}_r.$$

Define a function $\tilde{g} : F^\kappa \to F$ such that

$$\tilde{g}(w) = g(w \cdot U).$$

Since $g$ is linear, it can readily be verified that so is $\tilde{g}$. Then by Lemma A.3,

$$\tilde{g}(w) = w \cdot a$$

for some column vector $a \in F^\kappa$. Hence,

$$g(y) = g(w \cdot U)$$

$$= \tilde{g}(w)$$

$$= w \cdot a$$

$$= (y \cdot U^{-1}_r) \cdot a$$

$$= y \cdot (U^{-1}_r \cdot a).$$

Upon letting $k = U^{-1}_r \cdot a$, we have

$$g(y) = y \cdot k,$$

proving the lemma.

This lemma has the following immediate matrix generalization.
Corollary A.5. Let \( g : S \rightarrow F^l \), where \( S \) denotes a subspace of row vectors in \( F^m \). Then \( g \) is a linear transformation if and only if there exists an \( F \)-valued matrix \( K \) with dimension \( m \times l \) such that

\[
g(y) = y \cdot K
\]

for all \( y \in S \).

Now consider a globally linear network code and any non-source node \( i \). Let \( \tilde{K}_i \) be the local encoding mapping at \( i \), i.e.,

\[
(\tilde{f}_d(x), d \in \text{In}(i)) \mapsto (\tilde{f}_e(x), e \in \text{Out}(i)).
\]

Introduce the notations

\[
\tilde{f}_{\text{In}(i)}(x) = [\tilde{f}_d(x)]_{d \in \text{In}(i)}
\]

and

\[
f_{\text{In}(i)} = [f_d]_{d \in \text{In}(i)},
\]

where \( \tilde{f}_{\text{In}(i)}(x) \) and \( f_{\text{In}(i)} \) are row vectors, and recall that \( f_d \) denotes the global encoding kernel of the channel \( d \). In a similar fashion, \( \tilde{f}_{\text{Out}(i)}(x) \) and \( f_{\text{Out}(i)} \) are defined. It is easy to see that \( \{\tilde{f}_{\text{In}(i)}(x) : x \in F^\omega\} \) forms a subspace (of row vectors) in \( F^{|\text{In}(i)|} \). In other words, \( \tilde{K}_i \) is a mapping from a subspace of \( F^{|\text{In}(i)|} \) to \( F^{|\text{Out}(i)|} \).

We now show that encoding mapping \( \tilde{K}_i \) is linear. Let

\[
y_j = \tilde{f}_{\text{In}(i)}(x_j)
\]

for \( j = 1, 2 \). Then for any \( c_1, c_2 \in F \),

\[
\tilde{K}_i(c_1y_1 + c_2y_2) = \tilde{K}_i(c_1\tilde{f}_{\text{In}(T)}(x_1) + c_2\tilde{f}_{\text{In}(T)}(x_2))
\]

\[
= \tilde{K}_i(\tilde{f}_{\text{In}(T)}(c_1x_1 + c_2x_2))
\]

\[
= \tilde{f}_{\text{Out}(T)}(c_1x_1 + c_2x_2)
\]

\[
= c_1\tilde{f}_{\text{Out}(T)}(x_1) + c_2\tilde{f}_{\text{Out}(T)}(x_2)
\]

\[
= c_1\tilde{K}_i(\tilde{f}_{\text{In}(T)}(x_1)) + c_2\tilde{K}_i(\tilde{f}_{\text{In}(T)}(x_2))
\]

\[
= c_1\tilde{K}_i(y_1) + c_2\tilde{K}_i(y_2).
\]
Thus $\tilde{K}_i$ is linear. Hence, global linearity implies local linearity.

Now since $\tilde{K}_i$ is linear, by Corollary A.5, there exists an $|\text{In}(i)| \times |\text{Out}(i)|$ matrix $K_i$ (encoding kernel for the node $i$) such that

$$g_i(y) = y \cdot K_i$$

for all $\{\tilde{f}_{\text{In}(i)}(x) : x \in F^\omega\}$. Then for any row vector $x \in F^\omega$, we have

$$x \cdot f_{\text{Out}(i)} = \tilde{f}_{\text{Out}(i)}(x)$$
$$= \tilde{K}_i(\tilde{f}_{\text{In}(i)}(x))$$
$$= \tilde{f}_{\text{In}(i)}(x) \cdot K_i$$
$$= (x \cdot f_{\text{In}(i)}) \cdot K_i$$
$$= x \cdot (f_{\text{In}(i)} \cdot K_i).$$

Since the above holds for every $x \in F^\omega$, it implies that

$$f_{\text{Out}(i)} = f_{\text{In}(i)} \cdot K_i,$$

or for every $e \in \text{Out}(T)$,

$$f_e = \sum_{d \in \text{In}(T)} k_{d,e} f_e.$$

This justifies Definition 2.5, and we have shown that this definition as well as Definition 2.4 define the most general linear network code on an acyclic network.
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