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Abstract—This paper is an extension of the analysis presented in a previous paper [1] which dealt with the bit-error probability of a lightwave communication system whose noise contribution was exclusively attributed to spontaneous emission noise of optical amplifiers. In addition, the earlier theory was based on a nonreturn to zero (NRZ) modulation format with zero signal power assigned to logical ZEROS. The present paper extends the earlier theory in several ways. Now, the optical pulses can be much shorter than the bit period (solitons), the power level of logical ZEROS need not vanish, and the thermal noise of the post-detection electronic circuit is taken into account.

I. INTRODUCTION

In an earlier paper [1] we outlined the derivation of the bit-error probability for a lightwave communication system including optical amplifiers whose spontaneous emission was the only source of noise in the system. In addition, we assumed that logical ONES filled their time slot of length T completely and that there was no signal present in the time slot of a logical ZERO.

The present paper is an extension of the earlier paper based on the same mathematical technique but including Gaussian noise originating after the optical signal has been converted to an electrical current. This noise could be thermal noise, shot noise, or a combination of both. Next, we no longer assume that the pulse representing a logical ONE fills its time slot completely. The signal may be much shorter than T, as it would be, for example, in the case of soliton transmission. Finally, logical ZEROS need not be represented by the absence of a pulse but may simply be weaker than pulses representing logical ONES. The shape and duration of the pulses do not affect the bit-error rate since only time averages over one bit interval enter the final results.

As in [1], we express the amplified spontaneous emission noise as a Fourier series that extends only over the interval T of one bit. The signal pulse is represented in the same way. This mathematical device has the advantage that the sine and cosine functions used for series expansions of signal and noise are orthogonal over one bit period, simplifying the analysis of the "integrate and dump" receiver which consists in temporal integration of the signal and noise over the bit interval T. "Integrate and dump" is a special kind of filter which, in many ways, is analogous to an electrical low-pass filter with a bandwidth, B_L = 1/(2T). A discussion of the approximation involved in expressing the time functions as Fourier series expansions over one bit interval is given in the Appendix.

II. DERIVATION OF THE CHARACTERISTIC FUNCTION

We describe the optical electrical signal as a time function \( E_s(t) \) and the amplified spontaneous emission noise as a corresponding function \( n(t) \). These functions are to be understood as the real quantities that are present at the input to the photodetector, such that the short-time averages (indicated by overbars) of their squares are proportional to the corresponding optical powers

\[
P_s = \bar{Q}E_s^2
\]

and

\[
P_a = \bar{Q}E_a^2.
\]

They are also proportional to the photocurrents at the output of the detector

\[
I_s = \eta \frac{q}{h} P_s = KE_s^2,
\]

and

\[
I_a = \eta \frac{q}{h} P_a = KE_a^2.
\]

In these equations, \( \eta \) is the quantum efficiency of the detector, \( h \) is Planck's constant, \( q \) is the magnitude of the charge of the electron, and \( f \) is the carrier frequency of the pulses. The connection between the constant \( Q \) in (1) and (2) and the constant \( k \) appearing in (3) and (4) is

\[
K = \eta \frac{q}{h} Q.
\]

A schematic diagram of the lightwave communication system envisioned for the purpose of this study is shown in Fig. 1. The analysis of the bit-error probability simplifies considerably if we expand the signal and amplified spontaneous emission noise, appearing at the input to the photodetector, in Fourier series over the bit-time interval T

\[
E_s(t) = \sum_{\omega_k=-\infty}^{\infty} E_{s\omega_k} e^{j\omega_k t}
\]

and

\[
n(t) = \sum_{\omega_k=-\infty}^{\infty} n_{\omega_k} e^{j\omega_k t}
\]

with

\[
\omega_k = \frac{2\pi}{T} k.
\]
According to the schematic in Fig. 1, the light passes through an optical filter of bandwidth $B_{\text{opt}}$ prior to entering the photodetector. This filter may be either a real optical device placed at the end of the transmission system or it may be a virtual filter representing the band limiting influence of all the amplifiers present in the lightwave system. For the purpose of this analysis the filter is modeled as an ideal bandpass whose transfer function has unit magnitude inside the passband (its phase drops out of the analysis) and is zero outside of it. In the Fourier series representation, the filter covers the range from $v = v_1$ to $v = v_2$ with

$$M = v_2 - v_1 + 1 = B_{\text{opt}} \cdot T.$$  

Since $E_\ell(t)$ and $e_\ell(t)$ are assumed to the real quantities, the corresponding filtered functions (indicated by a carat) can be expressed as

$$\hat{E}_\ell(t) = 2 \sum_{v = v_1}^{v_2} \bar{\varepsilon}_v \cos (\omega_v t + \psi_v)$$  

and

$$\hat{e}_\ell(t) = 2 \sum_{v = v_1}^{v_2} \bar{\varepsilon}_v \cos (\omega_v t + \phi_v)$$  

with the definitions

$$\bar{\varepsilon}_v = \bar{\varepsilon}_v e^{i\varphi_v}$$  

and

$$\varepsilon_v = \bar{\varepsilon}_v e^{i\varphi_v} = c_v + ic_{-v}$$  

and with

$$\psi_v = -\psi_v$$  

and $\varphi_v = -\varphi_v$.  

We substitute (10) into (3) and take the time average over one bit period $T$ with the result

$$I_v = 2K \sum_{v = v_1}^{v_2} \bar{\varepsilon}_v^2.$$  

The corresponding time average of the amplified spontaneous emission noise current (4) is

$$I_{\text{sp}} = 2K \sum_{v = v_1}^{v_2} \bar{\varepsilon}_v^2 = 2K \sum_{v = v_1}^{v_2} (c_v^2 + c_{-v}^2).$$  

However, since the spontaneous emission noise represents a broad spectrum of random noise we may assume that, on average, the squares of the real and imaginary parts of the expansion coefficients $c_v$ are identical and are, furthermore, independent of the label $v$ in the interval $v_1 < v < v_2$

$$\langle c_v^2 \rangle = \langle c_{-v}^2 \rangle = \sigma_v^2$$  

with $\sigma_v^2$ indicating the variance of the real and imaginary parts of $c_v$. We are thus permitted to write (16) as

$$I_{\text{sp}} = 4K \sigma_v^2.$$  

For simplicity, we do not change the notation of $I_{\text{sp}}$ even though it is now understood to represent a temporal as well as an ensemble average.

The output of the "integrate and dump" circuit is the random variable

$$y = \frac{1}{T} \int_{t_0}^{t_0 + T} \hat{E}_\ell(t) + \hat{e}_\ell(t) \, dt + y_0$$  

with

$$y_0 = \frac{1}{T} \int_{t_0}^{t_0 + T} I_{\text{sp}}(t) \, dt.$$  

The constant $K$ in (19) was introduced in (3) and (4) and $I_{\text{sp}}$ is a current that represents the thermal noise contributions of the electrical circuit and, possibly, shot noise contributed by the photodetector. For our purposes, $I_{\text{sp}}$ is simply a Gaussian random variable so that its contribution to the output of the "integrate and dump" circuit $y_0$ is also a Gaussian random variable [2] with zero mean and with the variance

$$\sigma_{y_0}^2 = \langle i_{\text{sp}}^2 \rangle / T$$  

where $\langle i_{\text{sp}}^2 \rangle$ represents the average of the squared (thermal) noise current per unit bandwidth in units of $A^2/Hz$.

Substitution of (10) and (11) into (19) yields, with the help of (15)

$$y = I_\ell + 2K \sum_{v = v_1}^{v_2} \left[ c_v^2 + c_{-v}^2 + 2\Re(c_v \bar{\varepsilon}_v \cos \psi_v + c_{-v} \sin \psi_v) \right] + y_0.$$  

The probability density $W(y)$ of this function is required to compute the desired bit-error rate. However, it is more convenient to compute the characteristic function, that is the Fourier transform of the probability distribution [2]

$$G_\ell(\xi) = \int_{-\infty}^{\infty} W(y) e^{i\xi y} \, dy.$$  

The characteristic function can be regarded as the average of the function $\exp(i\xi y)$. The advantage of using the characteristic function for computing $W(y)$ consists in the fact that, according to the rules of probability theory, the average of $\exp(i\xi y)$ can be computed by using the known (Gaussian) probability distributions of the coefficients $c_v$ and $c_{-v}$ and the Gaussian probability function of $y_0$. All $c_v$ and $c_{-v}$ have the same probability distribution which is completely determined by their mean values and their variances $\sigma_v^2$. The Gaussian probability distribution of $y_0$ is likewise determined by its zero mean and its variance (21). Since the $c_v$, $c_{-v}$, and $y_0$ are all statistically independent, the total probability distribution is the product of...
all the individual probability distributions. These considerations permit us to express the characteristic function as follows:

\[ G_\varepsilon(\xi) = \frac{e^{il\xi}}{(2\pi)^{M+1/2} \sigma_{\text{sh}}^{M}} \cdot \prod_{r=s}^{r} \int_0^\infty \exp \left[ \left( -\frac{1}{2\sigma_r^2} + 2iK\xi \right) c_r^j \right] \cdot \prod_{r=s}^{r} \int_0^\infty \exp \left[ \left( -\frac{1}{2\sigma_r^2} + 2iK\xi \right) c_r^j \right] \cdot \int_0^\infty \exp \left[ -\frac{y^2}{2\sigma_y^2} + i\xi y \right] dy. \] (24)

The integrals in (24) can be found in tables [3]. Using (15) and (18) permits us to write down the following explicit expression for the characteristic function:

\[ G_\varepsilon(\xi) = \frac{1}{(1 - i\sigma_{\text{sh}}\xi)^M} \exp \left( -\frac{1}{2\sigma_{\text{sh}}^2} \xi^2 \right) e^{il\xi}. \] (25)

III. APPROXIMATE SOLUTION FOR THE PROBABILITY DENSITY

The probability density is obtained as the Fourier inverse of the characteristic function [2]

\[ W_\varepsilon(y) = \frac{1}{2\pi} \int_0^\infty \exp \left( -\frac{y^2}{2(1 - i\sigma_{\text{sh}}\xi)^M} \right) \exp \left( -\frac{1}{2\sigma_{\text{sh}}^2} \xi^2 \right) e^{il\xi} d\xi. \] (27)

By using the transformation

\[ u = 1 - i\frac{y}{M} \xi \] (28)

this integral can be written in the form

\[ W_\varepsilon(y) = \frac{M}{2\pi\sigma_{\text{sh}}^2} \int_{-\infty}^{+\infty} \frac{e^{ilu}}{u^M} du \] (28)

with

\[ F_r(u) = \frac{M}{I_{rp}} \left( y - \frac{L_r}{u} \right) (u - 1) - M \ln u \]

\[ + \frac{1}{2} \left( \frac{M}{I_{rp}} \right)^2 (u - 1)^2. \] (29)

An exact solution of this integral seems hard to obtain. However, a very good approximation can be worked out by the well-known method of steepest descent [4] which requires us to find the stationary point \( u_0 \) of \( F(u) \). Thus, we must solve the equation \( dF/du = 0 \), which can be written in the form

\[ u^2 \frac{y}{I_1} - \frac{L_r}{I_1} - \frac{L_r}{I_1} + M \left( \frac{I_{rp}}{I_r} \right)^2 (u - 1) = 0. \] (30)

As written, all variables have been expressed as ratios relative to the level \( I_1 \) of the average current of a logical one. The symbol \( I_r \) represents either \( I_1 \) itself or the average current of the signal level in a logical zero. The ratio of \( I_1 \) relative to the average level of the amplified spontaneous emission noise \( I_{\text{sh}} \) as measured at the input of the photodetector, represents the optical signal-to-noise ratio

\[ \text{SNR} = \frac{P_s}{P_{\text{sh}}} = \frac{I_1}{I_{\text{sh}}}. \] (31)

The third-order equation (30) can be solved exactly. However, computationally it is actually easier to use the iterative Newton method for finding the stationary point \( u = u_0 \). If the iteration is started with a large value, for example \( u = 10 \), convergence to the desired result seems assured. Once the stationary point is known, the approximate solution of the integral (28) is

\[ W_\varepsilon(y) = \frac{M}{I_{rp}} \frac{e^{ilu_0}}{\sqrt{2\pi \left( d^2F/du^2 \right)_{u=u_0}}} \] (32)

Instead of expressing \( u_0, F_r(u_0), \) and \( (d^2F/du^2)_{u=u_0} \) as functions of the random variable \( y \), it is computationally easier to reverse the situation and express \( y \) as well as \( F_r \) and its second derivative in terms of \( u_0 \), so that we have

\[ y = I_1 \left( \frac{1}{u_0} - \frac{1}{I_1} - \frac{L_r}{I_1} \right) \] (33)

\[ F_r(u_0) = M \left( \ln \frac{1}{u_0} + \frac{u_0 - 1}{u_0} - \frac{L_r}{I_{rp}} \frac{(u_0 - 1)^2}{u_0^2} \right) \] (34)

\[ \left( \frac{d^2F}{du^2} \right)_{u=u_0} = \frac{M}{I_{rp}} \left( \frac{2}{u_0^2} + \frac{1}{u_0^3} + M \frac{\sigma_{\text{sh}}^2}{I_{rp}} \right). \] (35)

The steepest descent approximation is very accurate. Its results can be compared with the exact solution of (28) in three special cases. For \( \sigma_{\text{sh}} = 0 \) and \( I_r = 0 \) the solution is listed in [1]. In this case, the approximation consists in replacing \( M! \) by the first term of Stirling's formula [5]. For \( \sigma_{\text{sh}} = 0 \) and \( I_r \neq 0 \) the exact solution [6] is listed in the Appendix of [1]. Comparison for a number of representative SNR values has demonstrated that the percentage error of the steepest descent approximation is consistently less than 1%. For the special case that all random fluctuations are provided by thermal noise, \( I_{\text{sh}} = 0, I_r \neq 0 \), the steepest descent approximation yields the exact Gaussian probability formula.

IV. BIT-ERROR RATE AND OPTIMAL DECISION LEVEL

We use the notation \( W_r(y) \) to indicate the probability density of the average current \( y \) for a logical one, that is for \( I_r = I_1 \). The corresponding probability density for a logical zero, \( I_r = I_0 \).
Since the probability of finding the integral in the form
level and falls very steeply as the integration variable moves
integration limits, for example, for a given value of \( y = y_p \).

Using (32) through (37), we can express \( P_s = P_1 + P_0 \) by the following approximation

\[
P_s = \int_{-\infty}^{\infty} W_0(y) dy = \int_{-\infty}^{\infty} \left( \frac{dy}{d\mu_0} \right) W_1(u_0) du_0
\]

with \( u_{0,0} = u_0(y_p) \). The values of \( u_{0,1} \) and \( u_{0,2} \) are different from each other and follow from (33) with \( I_1 = I_1 \) or \( I_1 = I_0 \), for a logical

Assuming equal probability, 1/2, for the occurrence of a logical one and a logical zero, the bit-error rate is

\[
\text{BER} = \frac{P_1 + P_0}{2}
\]

The optimum decision level is obtained by requiring that BER
assumes a minimum value. Since the derivatives of \( P_1 \) and \( P_0 \) with respect to \( y \) are just the probability densities \( W_1(y) \) and \( W_0(y) \), the optimum decision level \( y = y_o \) is obtained as the solution of the equation

\[
W_1(y_o) = W_0(y_o).
\]

Solving this equation requires that we express \( W_1 \) and \( W_0 \) by means of (32), using (34) through (35). Next we must search for values of \( u_{0,1} \) and \( u_{0,2} \) such that the corresponding \( y = y_p \), obtained from (33), satisfies (41).

The integral in (38) can probably not be evaluated exactly. A numerical solution is not hard to compute. However, a satisfactory approximation can be obtained as follows. We write the integral in the form

\[
P_s = \int_{-\infty}^{\infty} e^{G_*(u)} du
\]

with

\[
G_*(u) = F_1(u) + 1 + M \sigma_{\text{ch}} \sigma_{\text{ch}}^2 I_0
\]

Since the probability of finding \( y \) near the optimum decision level \( y_o \) must be low, the exponential function \( e^{G_*(u)} \) must vary rapidly near \( y = y_o \), or near one of the corresponding integration limits, for example, \( u = u_{0,2} \). In other words, at the integration limit, \( u_{0,2} = u_{0,0} \), the integrand assumes its maximum value and falls very steeply as the integration variable moves away from \( u_{0,0} \) deeper into the integration range. This means that the principal contribution to the integral comes from the region of the immediate vicinity of \( u = u_{0,0} \). This permits us to expand

\[
G_*(u) = G_*(u_{0,0}) + \frac{dG_*(u)}{du} (u - u_{0,0})
\]

and to approximate the integral as

\[
P_s = \int_{-\infty}^{\infty} e^{G_*(u)} du
\]

Introducing the abbreviations

\[
A_0 = \frac{2}{M} I_0 + u_{0,0} + M \sigma_{\text{ch}} \sigma_{\text{ch}}^2 u_{0,0}^2
\]

and

\[
B_0 = \frac{3}{M} I_0 + u_{0,0}
\]

we can express the probability \( P_s \) as follows:

\[
P_s = \exp \left[ \frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{G_*(u)} du \right]
\]

In this formula, the label \( s \) is either \( s = 1 \) for the probability of making an error in identifying a logical one, or \( s = 0 \) for an erroneous identification of a logical zero. The parameter \( u_{0,0} \) is

Thus, when we consider the case of pure thermal noise, \( I_0 = 0 \), it is necessary to evaluate our results as the limit \( I_0 \rightarrow 0 \). It is straightforward to show that, in this limit, (32) results in a Gaussian probability distribution with mean value \( I \), and variance \( \sigma_{\text{ch}}^2 \). The optimal decision level is found to be

\[
y_o = (I_1 + I_0)/2
\]

and (46) through (48) result in

\[
P_s = \frac{1}{\sqrt{2\pi} Q} e^{-Q^2}/2
\]

with

\[
Q = \frac{I_1 - I_0}{2 \sigma_{\text{ch}}}
\]

These are indeed the results to be expected for random Gaussian noise.

V. GAUSSIAN APPROXIMATION

The optical electric field of the spontaneous emission noise has a Gaussian probability distribution. However, after detection the noise contributions to the detected current consist in beats between the signal and the amplified spontaneous emission noise [the terms in \( c_1 \) and \( c_2 \) in (22)] and in noise-noise beats [the second-order terms in \( c_1 \) and \( c_2 \) in (22)] of the spontaneous emission with itself. Since the signal is not a random variable, the signal-noise beats retain the Gaussian probability distribution. But the noise-noise beats by themselves have a chi-
Our analysis of the bit-error rate, including rectified optical spontaneous emission and additive Gaussian noise, shows the complexity of this problem. Thus, it is tempting to ignore the true nature of the statistics and pretend that all random fluctuations of the detector current obey Gaussian statistics. This approach is indeed often followed [7], [8] when only an order-of-magnitude estimate of the bit-error rate is desired. Since the Gaussian statistics is uniquely determined by the mean value and the variance of the time-averaged detected current $y$, it is sufficient to know these quantities to be able to formulate the bit-error rate in the Gaussian approximation. The mean and variance of $y$ can be obtained from derivatives of the characteristic function $\langle \exp i y \rangle$ without any further approximation [2]. From (25) we obtain

$$\langle y \rangle = -i \left. \frac{\partial G}{\partial \xi} \right|_{\xi=0} = I_i + I_{iv} \tag{52}$$

and

$$s^2_{y} = \langle (y - \langle y \rangle)^2 \rangle = - \left. \frac{\partial^2 G}{\partial \xi^2} \right|_{\xi=0} - \langle y \rangle^2 = \frac{1}{M} I_{iv}(2I_i + I_{iv}) + \sigma^2_{th}. \tag{53}$$

We use the symbol $s_{y}$ for the variance of $y$ to avoid confusion with the variance of the thermal noise portion of the time-averaged detected current. With these quantities we can write down the Gaussian approximation of the probability density of $y$

$$W_y(y) = \frac{1}{\sqrt{2\pi s_y}} \exp \left[ - \frac{(y - \langle y \rangle)^2}{2s^2_{y}} \right]. \tag{54}$$

To determine the optimal decision level, we compare the exponents of $W_{y1}$ and $W_{y0}$ for $y = y_{0}$ and obtain

$$y_{0} = \frac{\langle y_{0} \rangle s_{x0} + \langle y_{1} \rangle s_{x1}}{s_{x0} + s_{x1}}. \tag{55}$$

This value is not quite exact since the variances $s_{x1}$ and $s_{x0}$ that appear in the denominator of (54), are not identical. However, the exponential function varies so rapidly near $y = y_{0}$ that only a small error results from our approximation.

Using again the approximation that leads to (45), we obtain from (40) the following formula for the bit-error rate in Gaussian approximation:

$$\text{BER} = \frac{1}{\sqrt{2\pi}} e^{-\langle y_{1} \rangle^2/2Q^2} \tag{56}$$

with

$$Q = \frac{\langle y_{1} \rangle - \langle y_{0} \rangle}{s_{x0} + s_{x1}}. \tag{57}$$

**VI. Numerical Examples**

In order to be able to compute numerical values of BER, using (40) and (46) through (48), we need to know several experimental quantities. The most important quantity is the optical signal to (spontaneous emission) noise ratio $R_{0}$ which is related to the ratio

$$R_{0} = \frac{I_{0}}{I_i} \tag{58}$$

of the average current in a pulse representing a logical zero to the average current in a logical one. These quantities are used to compute the probabilities $P_{1}$ and $P_{0}$ from (48) and BER from (40).

So far we have assumed that the spontaneous emission noise is polarized in the same direction as the signal light. For unpolarized noise the number of terms in the Fourier expansion of spontaneous emission noise doubles, since there is now an additional degree of freedom for each spectral component. This doubling of noise components does not affect the Fourier expansion of the signal and it also does not affect the signal-noise beats since the signal beats only with noise in its own polarization state. It is easy to see that in (25) the quantity $M$ appears only in connection with noise-noise beats in the combination $I_{iv}/M$ so that this ratio is actually constant since $I_{iv}$ doubles if an additional noise component with the opposite polarization is added. This means that we must modify (9) to read

$$M = p R_{0} \cdot T \tag{59}$$

with $p = 1$ for polarized noise and $p = 2$ for unpolarized noise.

Finally, it is necessary to know what value to insert for the variance of the additive Gaussian noise which is introduced after photodetection. Equation (21) gives a prescription for computing the variance of the Gaussian noise component in terms of the square-averaged current associated with this noise per unit bandwidth and per time interval $T$. If there is negligible detector shot noise, so that $\sigma_{th}$ is totally associated with thermal noise, we may use the Nyquist relation for matched circuits [2]

$$\langle i_{n}^2 \rangle = kT_{n}/R \tag{60}$$

with $k = 1.38 \times 10^{-23} J/K$ and $T_{n}$ indicating the temperature in degrees Kelvin. $R$ is the impedance of the detector circuit. For our examples we use $R = 50 \Omega$. Thus, we have from (21)

$$\sigma^2_{th} = kT_{n}/RT. \tag{61}$$

If instead of an “integrate and dump” circuit an electrical low-pass filter of bandwidth $B_{c}$ is used, we may replace

$$T = 1/(2B_{c}) \tag{62}$$

Our choice of $R = 50 \Omega$ for the impedance of the detector circuit is, of course, purely arbitrary and by no means an optimum. Good optical receivers have high-impedance “front ends” which, according to (60), reduce the amount of thermal noise.

If the additive Gaussian noise of the photodetector includes significant amounts of shot noise, the variance (61) would have to be augmented by an additive term to take this into account. Furthermore, we would need a different value of $\sigma_{th}$ for logical ONES and logical ZEROS, since the amount of shot noise would depend on the nature of the received signal. For this reason, we would have to attach the index $s$ to the variance of the Gaussian noise and use different values of $\sigma_{th}$ for ONES and ZEROS in (46) and (53).

Because of the large number of parameters it is impossible to give comprehensive graphical representations of BER for all interesting cases. In [1] we presented graphs of BER as functions of the normalized signal-to-noise ratio for several values of the product $B_{c}R_{0} \cdot T$. In this paper we want to highlight the influence of additive thermal noise, since it is the most important new feature that has been added to the theory. To do this, we plot the quantities of interest as functions of the average optical sig-
nal power (averaged over the bit period $T$ of a single time slot) measured at the input to the photodetector. The relation between optical power and detector current is given by (3). We use a quantum efficiency of 100%, $\eta = 1$. The bit period is $T = 0.4 \text{ ns} (2.5 \text{ Gb/s})$ and the wavelength is $\lambda = 1.55 \mu\text{m}$ in all cases. For small optical input powers, thermal noise predominates, while the curves saturate for large input power.

Fig. 2(a)–(d) show the normalized optimum decision level $(y_d - I_0)/(I_1 - I_0)$ as a function of the average optical input power $P_{in}$ (pulse power in a logical one averaged over one time slot) for several values of the optical signal-to-noise ratio. The value of $M = pR_{opt} \cdot T$ is different for each figure but $R_{opt} = I_0/I_1 = 0$ applies to all figures. In viewing these figures it should be remembered that the spontaneous emission noise power is decreasing simultaneously with the light power since SNR is kept constant. For the same reason the curves level off for large input power as the amplified spontaneous emission noise overpowers the thermal noise. For large SNR the normalized decision level approaches $1/2$ as the input power to the photodetector approaches zero. For small values of SNR the normalized optimal decision level exceeds $1/2$ since, according to (52), the spontaneous emission noise makes a significant contribution to the average signal level which is now significantly higher than $I_0$ and $I_1$, so that the decision level is pushed up as well.

Fig. 3(a)–(d) are similar to Fig. 2, except that now the ratio of the average current in a zero to the average current in a one is $I_0/I_1 = 0.1$. These curves look very similar to those in Fig. 2. The most important difference consists in the fact that the level of the normalized curves in Fig. 3 is somewhat higher than that of the curves in Fig. 2 since we now have significant signal-noise beats also for the zero level.

The logarithm of the bit error rate is plotted in Fig. 4(a)–(d) for $I_0/I_1 = 0$ as a function of the optical power at the input to the photodetector. The pulse power is averaged over the time interval of one bit representing logical ones.

Let us emphasize that it is important to remember that the shape and duration of the pulses does not influence the bit-error rate since only the time average of the pulses, taken over the bit interval $T$, enters the final result.

The value of $M = pR_{opt} \cdot T$ varies from Fig. 4(a) to (d) from 1 to 50. The solid curves represent the result of the full theory of this paper while the dotted curves represent the Gaussian approximation. We see that the Gaussian approximation overestimates the bit error rate by as much as one order of magnitude (remember that the logarithm is plotted in the figures).

The rise of the bit-error rate curves for small input powers is caused by the thermal noise of the detector circuit. The details of this part of the curves depend in our assumptions of the circuit impedance (50 $\Omega$ in our case) and on whether the noise is of thermal origin or is augmented by shot noise of the photodetector, which is not included in our examples. However, as $P_{in}$ increases, the influence of thermal and shot noise decreases. The asymptotic values for large $P_{in}$ seen in Fig. 4 (and Fig. 5) represent the limiting case where the noise is completely dominated by amplified spontaneous emission.

At first glance it may appear odd that much smaller values of SNR are required to achieve a given bit-error rate as the value of $M = pR_{opt} \cdot T$ is increasing. To understand this behavior it is important to remember that the amount of spontaneous emission noise arriving at the detector increases linearly with increasing bandwidth of the optical filter so that, for fixed signal power, SNR decreases with increasing values of $M$. However,
Fig. 3. Similar to the Fig. 2(a) through (d) for $I_0/I_1 = 0.1$.

Fig. 4. Logarithm (base 10) of the bit-error rate as a function of optical input power to the photodetector in logical ONES, averaged over one time slot for several values of SNR. The solid curves represent the theory of this paper, the dotted curves display the Gaussian approximation. For all curves $I_0/I_1 = 0$. (a) $M = 1$, (b) $M = 2$, (c) $M = 10$, and (d) $M = 50$. 
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increasing the filter width does not increase the signal-noise beats, provided all of the frequency components contained in the signal spectrum can pass the optical filter. The signal beats based on pulse modulated light signals. However, the pulses bit-error rate. Secondly, the Gaussian approximation is considerably more complicated due to its greater generality. Its evaluation requires the numerical solution of transcendental equations, but it does not require numerical integrations.

The results of this theory are compared with the much simpler Gaussian approximation. We find that the Gaussian approximation can overestimate the bit-error rate by an order of magnitude if the signal power vanishes for logical zeroes. The agreement between the Gaussian approximation and the more complex theory becomes better when the pulse power of logical zeroes does not vanish. However, for given average pulse power in logical ones this mode of operation results in a higher bit-error rate.

The implications of the theory are illustrated by a number of numerical examples that are plotted in Figs. 4 and 5.

**VII. CONCLUSIONS**

We have derived an accurate theory for the bit-error rate of a lightwave system incorporating optical amplifiers so that the system noise is a combination of amplified spontaneous emission and additive thermal (or other Gaussian) noise generated in the electrical detector circuit. The bit-error calculation is based on pulse modulated light signals. However, the pulses need not occupy the entire length of the time slot, their shape and duration is arbitrary, so that the theory applies, among other cases, to soliton transmission. The only quantity of interest is the time-averaged power (averaged over one time slot) appearing at the input of the photodetector. Finally, we permit logical zeroes to carry nonvanishing light power.

This theory, an extension of earlier work [1], [9], is considerably better in this case because signal-noise beats, occurring also at the zero level, have Gaussian statistics and carry more weight than noise-noise beats.

**APPENDIX**

In this Appendix we discuss briefly and qualitatively the implication of our practice of expanding the time functions (10) and (11) as Fourier series over the base domain $T$, where $T$ is equal to the bit interval and also the time interval over which the detected signal is integrated. Inside of this base interval the Fourier series represents the function correctly (disregarding a possible Gibbs phenomenon at the boundaries of the domain). But the Fourier series expansion has the property of forcing the function that it expresses to become periodic with period $T$, so that the autocorrelation function of a random process also becomes periodic. As long as we are interested in the function only within the preselected bit time interval $T$, the enforced periodicity outside of this interval poses no problem. For example, if we are dealing with random noise of very large bandwidth.
and a correlation time that is much shorter than $T$, the noise elements in adjacent intervals of length $T$ are statistically independent, so that we are justified in concentrating on a single interval. However, if the noise is filtered prior to detection, the filter enforces correlations on the output signal so that the noise in one time interval depends on the noise in at least the immediately preceding interval. In that case we may not be allowed to concentrate on just one time interval.

This discussion makes it clear that we should be concerned with the correlations existing in filtered random noise. But if the correlation imposed by the filter turns out to be negligible, we may concentrate on a single time interval, disregarding neighboring intervals and expand our function in a Fourier series over just this time interval.

According to (19) the time-averaged detected current contains two random components (disregarding the additive thermal noise term $y_{0}$). One is the noise-noise beat term, $\bar{e}_{m} \cdot \bar{e}_{n}$ (which we shall mention briefly at the end of this discussion), the other is the signal-noise beat term, $\bar{E} \cdot \bar{e}_{n}$. This latter contribution can be analyzed easily, since $\bar{E}$ is a deterministic function and only the filtered noise, $\bar{e}_{n}$, is a random function. We concentrate on the essential part of this random signal and investigate the correlation of

$$y_{i} = \frac{1}{T} \int_{0}^{T} \bar{e}_{n}(t) \, dt \quad (A1)$$

obtained in two adjacent time intervals of length $T$. The $y$ functions in the two adjacent intervals are designated as $y_{1}$ and $y_{2}$. Since we are concerned with correlations introduced by the optical filter of bandwidth $B_{opt}$, we must now use a Fourier series expansion over a very long time interval $\tau$ which approaches $\infty$. This analysis consists in substituting the series expansion (11) into (A1), except that $T$ in (8) is now replaced with the much larger time interval $\tau$. We use once more the ideal square-shaped filter that was used throughout this paper. In addition, we assume that the Fourier coefficients at different frequencies are mutually uncorrelated. This latter assumption is correct for unfiltered random noise and is not changed by multiplying the spectral noise components with the transfer function of the filter. A straightforward analysis yields the following expression for the correlation coefficient

$$r = \frac{\langle y_{1} y_{2} \rangle}{\sqrt{\langle y_{1}^{2} \rangle \langle y_{2}^{2} \rangle}} = \frac{1}{\pi^{2}} \int_{0}^{\infty} \frac{1}{\pi} \sin^{2} (\pi \omega) \cos (2 \pi \omega) \, d\omega$$

(A2)

Fig. 6 represents a plot of the correlation coefficient as a function of the product $B_{opt} \cdot T$ which shows how rapidly the correlation coefficient decreases from unity to small values. In any practical lightwave system we will always have $B_{opt} \cdot T \cong 1$ so that we can be assured that $r < 0.05$. Thus, there is very little correlation between the time-averaged noise contributions in adjacent time slots which justifies our use of the Fourier expansion over just a single time slot.

I have checked the correlation curve in Fig. 6 with computer simulated experiments and found very good agreement. In addition, the curve did not change significantly when the ideal square filter was replaced with a realistic Butterworth filter of order 4. Finally, I used the computer simulation to compute the correlation coefficient for the time-averaged noise-noise beats and found that it too decreases rapidly in essentially the same way as the curve in Fig. 6. These studies do not provide a quantitative bound on the error of BER as computed with the analysis presented in this paper, but they help to build confidence in the results presented here. In particular, it should be clear that our results improve with increasing values of $M = pB_{opt} \cdot T$, because of the rapid decrease of the correlation coefficient with increasing values of $M$.
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