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x IoT test platform. A test platform is needed to adequately model the bourgeoning complexity of 
the IoT. Without such a test platform, solution verification and benchmarking is not possible. 
Such a platform should be accessible to researchers from academia, industry, and government. 

Exploratory research indicates the significant potential for new devices, circuit and system architectures, 
and algorithms to take sensors, communication, actuation, and computing far beyond the limits of 
today's technology. However, we are at a tipping point. We must lay the foundation for the leap-ahead 
technologies of the future to realize the vision of a new wave of information and insight technology.  

 The U.S. semiconductor community—including government, industry and academia—will be able to 
take these critical steps only through partnership and focused funding. A National Computing and 
Insight Technology Ecosystem initiative will support development of an aggressive research agenda 
and a leap forward in new knowledge. Together, the community must exploit the rapidly developing 
opportunities to reboot, expand, and extend the IT revolution, and thereby ensure the United States of 
robust, long-term information technology leadership (Figure 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Growth and advances in semiconductor and information technology have made possible new industries 
and business models, from personal computing, e-commerce and internet search engines to social networking 

and the online sharing economy, represented by the companies shown. New research investment in the 
proposed N-CITE initiative is needed to drive additional growth and support future innovation.  N-CITE is aligned 

with the National Strategic Computing Initiative (NSCI). 
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The Technology Imperative 
Over the last five decades, advances in semiconductor-based electronics have been incorporated into 
systems that go well beyond computing per se, impacting sectors ranging from aerospace and 
entertainment to medicine and manufacturing. We rely on semiconductors in almost every aspect of our 
lives. Over those fifty years, the ability to reduce the size of the individual transistors by half roughly 
every 18 months has led to increased performance at lower cost and greater functionality in ever 
smaller form factors, a trend known as Moore’s Law. 

Semiconductors are the foundation of information technology and have made possible the Internet, 
online businesses, and social media—connecting people and information across the face of the globe. 
The information economy is creating vast quantities of data that are growing exponentially; the volume 
of data created annually is expected to be nearly 30 exabytes by 2017 

1 (Figure 2). The expanding volume 
of data is paralleled by surging demand for storage (Figure 3). Increases in data also are leading to rising 
demand for bandwidth; however, the rate of growth in data is outstripping the growth in bandwidth by 
a factor of two.  

 
Fig. 2. Estimated data growth in various categories and overall.1 

 
Fig. 3. Estimated and projected global memory demand, including a conservative estimate and an upper bound.2 
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and also are affordable and a proven, reliable method of information processing.18 Opportunities will 
arise for sensor-assisted cloud processing in which feedback generated from the sensors can be used to 
tune and focus front-end signal processing and filtering.17 However, cloud-based platforms may not be 
suitable for applications requiring extremely fast response times or the utmost reliability. 

Wireless Communications 

An essential element of massively connected systems is communications. Unfortunately, neither existing 
technologies nor current deployment models will be able to support the skyrocketing demand for 
communication, especially in the wireless sector.19, 20 Demand for wireless connectivity is expected to 
grow rapidly (Figure 7), while the world’s capacity to broadcast and telecommunicate information is 
projected to rise to ~ 1023 bit/year in 2040 (see Appendix A, Section A3).  

   
Fig. 7. (Left) Annual growth of mobile data traffic; 19 (right) mobile data traffic vs. total communication.2 

Trends illustrated in Figure 7 may in fact underestimate the anticipated “data deluge” resulting, in good 
measure, from massive deployment of various sensors. Today, the number of sensors deployed exceeds 
50 billion, and it is expected to grow exponentially, as depicted in Figure 4. Depending on the nature of 
the sensors and systems, the demand for communication and connectivity could potentially increase 
considerably.  

Sustained growth in wireless communication capacity demands both new communication technologies 
and high quality, affordable network access. New wireless technology will be needed, including new 
devices, materials, and process integration. 21 One approach that could help meet these demands is self-
organizing, fully wireless networks that grow and improve organically with the addition of extra 
hardware at low incremental cost.22  

 It is envisioned that the mm- and sub-mm spectrum (0.1–10 THz) will be utilized for communication in 
the future, 21, 22 providing an unprecedentedly large bandwidth able to support ultra-broadband links, 
such as terahertz virtual wires (TVWs).23 Advances in (sub)terahertz technologies likely will require new 
nanomaterials, such as graphene, that exhibit novel physical phenomena, including in their electronic, 
photonic, and plasmonic characteristics.23  

Advanced antenna technologies are among the most critical enabling components for future wireless 
systems and networks.15, 22 Effective and innovative use of antenna arrays could dramatically improve 
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Size reduction in sensors falls within the trend of general compaction of information, communications, 
and telecommunications (ICT) system scaling known as Bell’s Law, illustrated in Figure 5.5, 6, 7 For 
example, the volume of a general-purpose computing unit has scaled down from ~6.53u108 cm3 in 1958 
(IBM 709) to ~80 cm3 in 2007 (iPhone1) to ~2 cm3 in 2014 (Intel’s Edison chip). A related trend is 
dramatic unit cost reduction derived in part from an exponential increase in production volume. 

 
Fig. 5. Illustration of trends over the last 60 years in ICT systems: A new class of computing systems emerging 

every decade (Bell’s law), 6 devices getting 100 times smaller every decade,8 and the number of units produced 
and used rising as size and price fall and functionality increases.7 (Figure courtesy of D. Sylvester) 

Node Characteristics 

An individual sensor node should include components for transduction, computation, memory, 
communication, and power supply. Nodes may need to act autonomously, be programmable via the 
network to increase flexibility, and support communication with other network nodes—all while 
maintaining security and privacy. In many applications, nodes will be embedded in the environment and 
should not interfere with other functionality. Moreover, many autonomous nodes will be constrained by 
size and energy; therefore smart energy management will be needed, for example, to support periodic 
bursts of operation. In the case of small-scale “nano-nodes” that are not connected to external power, 
the available volume for on-board energy storage will be extremely limited.  

The smallest node that has been reported is ~ 10 mm3, 7 and the challenging target of demonstrating a 
fully operational node 1 mm3 in size has yet to be achieved. A nearer-term application driver could be 
intelligent image sensors with full scale communication capabilities.9 It should be noted that while the 
scaling limits of individual electronic devices have been estimated from physics-based considerations, 
the question of how small a system can be and still offer useful functionality remains open. Research is 
needed to understand the possible physics-based estimates for the smallest-size intelligent sensor nodes. 
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Fig. 8. Comparison: Why can’t today’s computers process data like the brain?

27 

The brain provides useful guidance: it trades off raw speed, computational capability, and precision for 
much lower power, rapid decisions, and (when we are lucky) astonishing insights. While mimicking the 
brain structure completely is probably unnecessary (even nature takes 9 months to build the human 
brain and some 18 years to program it sufficiently to make it useful), experimenting with computation 
architectures that are slower, lower in power, densely interconnected, and more tightly integrated with 
memory is an approach that already is showing promise.  

As the demand for more energy-efficient, yet more powerful computing grows, new approaches such as 
brain-inspired computing have the potential to transform the way systems are designed and 
manufactured. A device that integrates memory and logic, or enables higher-level functionality 
(potentially sacrificing accuracy) at lower power, may be a fruitful choice. Device technology research 
needs to be conducted in concert with circuit research to insure the right trade-offs are made to achieve 
the best system solution. In the end, we should not seek to replace the precision and computational 
performance of our existing systems, but rather to complement those systems with the ability to find 
new insights and solutions in an increasingly power-constrained, mobile world awash in data. 

Elements of an Intelligent Infrastructure  
The ultimate intelligent infrastructure will comprise pervasive and intelligent sensors connected to each 
other, to local networks, and to cloud-based systems. This complex, hierarchical interconnected system 
of systems should be capable of analysis to provide insight and actionable advice or control. Although 
progress is being made in some areas, there are enormous challenges that must be overcome to realize 
the full potential of such a system. Many of the technologies that exist today simply cannot be 
adequately scaled. For example, transmitting every piece of data to the cloud for analysis and storage is 
neither feasible nor practical.  



Back in the 50s 

Jack Kilby, Texas Instruments, 
Phase Shift Oscillator (1958)

Robert Noyce, Fairchild/Intel
Integrated Circuit (1959)
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Back in the 70s 
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Scientific background on the Nobel prize in Physics 2009  



Moore’s law 

Electronics, Volume 38, Number 8, April 19, 1965 

1.  More transistors per unit silicon area 
2.  Lower energy costs for computation 

Snapdragon S4 1Billion 
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80s-90s: the heydays of CAD and foundry design 

520.216 10 



520.216 11 

So how do fabricate our own chips? 

•  ON Semiconductor 500 nanometer CMOS 
•  TSMC 180, 130, 90, 65, 45, 28 nanometer CMOS 
•  GF 180, 130, 55, 45 nanometer BiCMOS 
•  IBM 45 nanometer SOI CMOS! 

Key idea: Use a number of different manufacturers to 
contribute manufacturing capacity to multiuser projects.

http://www.mosis.org/
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As integrated circuits get smaller and cheaper, they become more ubiquitous, embedded in myriad 
systems and objects—adding “intelligence” by sensing, communicating, and actuation. They also are 
increasingly networked, creating the so-called “Internet of Things” (IoT). There are currently an 
estimated 50 billion sensors connected to objects that are part of the IoT. Some 14 billion of these 
already are collecting and sending data on the Internet; by 2020, there are expected to be 32 billion 
connected devices.3 

At the same time, the capabilities of leading-edge high performance computing systems continue to 
increase. These powerful machines combine large numbers of the fastest processors to address 
challenges previously beyond reach. High performance computers are used extensively in applications 
as varied as nuclear stockpile stewardship, weather prediction, forest fire management, and 
fundamental materials research. Areas of intense interest and research today are data analytics and 
machine learning. Advances in these fields transform massive amounts of data into insights used to 
predict, anticipate, inform, and advise. 

The convergence of these trends poses both opportunities and challenges at the infrastructure level. 
“Insight technologies” include everything from intelligent sensor nodes to scalable data centers. 
Delivering both efficiency and performance in these technologies will require a hierarchical, tiered 
architecture. This new IT infrastructure also will require advances in wireless communication hardware. 
And at every level, there must be appropriate security, privacy, and assurance. The sections that follow 
describe essential components of the next IT revolution, that is, the insight technology revolution.  

Intelligent Sensor Nodes 
Sensor technologies are experiencing exponential growth, with future volumes driven by applications 
not yet envisioned, as depicted in Figure 4. Further development of extremely small-scaled intelligent 
nodes is critical to realizing concepts such as ubiquitous computing and the Internet of Things.  

 
 Fig. 4. Forecasts by various organizations for increases in the number of sensors deployed per year.4 



Late 90s CCD to CMOS:  
the paradigm shift in camera technologies 

CCD state of the art 
 
Full 6 inch wafer 
111,000,000 pixels 
1 frame per second! 

Semiconductor Technology Associates 

CMOS APS Cameras 

$10,000,000 
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20,000,000 pixels 

$200 $1 / $15 

1,200,000 / 8,000,000 
pixels 

$ 1,000,000 

120,000,000 pixels 
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CMOS-APS and digital 

PIXEL 

X AR 

 Y
 A

R
 

Pixel: 
amplification (A) 
quantization (A/D) 
local asynchronous integration 
gain and offset correction 

Periphery: 
column intensity accumulator (CAC) 
global intensity accumulator (GAC) 
asynchronous readout (AR) 
global control (GC) GC 

A, A/D, 
ALU 

05/13/14 Andreas G. Andreou   Sensors Unlimited 



combining silicon rods and cones in a single pixel, with 
event based asynchronous readout 
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unpublished results from first silicon 
(Tezzaron 130nm 3D-CMOS) 
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Multivariate Function Approximator  Chip in 3D CMOS 
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Tezzaron 3D-CMOS Tier 1: 
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Tezzaron 3D-CMOS Tier 2: 
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unpublished results from first  silicon 
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520.216 and her friends 

Introduction to 
VLSI

Introduction 
to MEMS
520.487CAD Design

of Digital VLSI
520.391

Mixed Mode
VLSI Systems

520.392

Electronics 
Design Lab

520.448
Seminar on 
Large Scale 

Analog 
Computation

520.761/2

MEMS
530.733

Introduction 
to 

Microfabrication
520.495

FPGA 
Synthesis 

Lab
520.424

More to come; 
stay tuned!



Life after Intro VLSI course (I)  
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Life after 520.216 (II) 
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Life after intro VLSI (III) 
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This could be you! 

CEO  of  Johns Hopkins on the Chip 
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520.216 will teach you you how to go from a 
simple idea to a system, a CMOS camera 
chip. You will do analysis, design and finally 
layout and simulation and fabricate your own 
chip! 

Emphasis is in physical design principles.
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MICROWIND Tool Design Flow 
 
 
 

 
 

Contact: 
 
Sales   : sales@microwind.net 
 
Support  : support@microwind.net 
 

SPICE Simulator 
(3rd Party)

Schematic Modeling 
Analog & digital Library models 

Digital Simulation SPICE 
Extraction 

DSCH 3 

Tape out to FAB. 
CIF 

Functional 
Simulation 

Floorplanning 

Place & Route 

Programming 
File 

.bit or .jed

IO Cards 
Traffic Light 
Controller, 
Key Pad, 
Display  
(LCD, 7 segs) 

Synthesis 

ModelSim 
/ other 

ProTHUMB 
Advance post layout

simulator 

Analysis 
DRC, ERC 

Delay Analyzer  
Crosstalk Analyzer 
2D Cross section 

3D Analyzer 

Layout Conversion 
SPICE, CIF 

Constraints 

Technology rule 
files

MICROWIND 3 

Verilog 
Extraction 

Verilog File 

nanoLambda 
Layout Editor 

Verilog Compiler 

Place & Route 

Layout Extraction 

FPGA / CPLD Boards 

FPGA Tools 

MICROWIND Tool

3rd Party Tools

LTSpice 
WindSpice 

http://www.microwind.net 


